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Abstract: The characterization and classification of karst springs is difficult due to non-homogeneity 
in the hydrodynamic properties and the fact that hydrochemical processes are governing karstification. 
This work characterizes the karst springs (Makook karst system, Kurdistan Region, Iraq) by combin-
ing the hydrodynamic and hydrogeochemical properties of karst waters. The ratio of minimum to max-
imum discharges was correlated to the hydrogeochemical parameters of karst waters. Based on this 
correlation a karst index (KI) is calculated and a classification proposed. According to this KI, karst 
springs of the area are categorized into four classes, with the lowest value of KI referring to the lowest 
degree of karstification, and the highest value for the most developed karst. The proposed KI may help 
for better classification of karst systems as well as contribute to modeling and assessment of water 
resources management. 
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1 Introduction 
 
Karstification in carbonate rocks is accompanied by changes in hydrogeochemical parameters which 
can be used as tracers (Glynn and Plummer 2005; Karimi et al. 2005; Aquilina et al. 2005). A number 
of different authors have studied the relationship between the hydrochemical and hydrodynamic prop-
erties of karst waters and systems by means of hydrographs and chemographs (Jakucs 1959; Shuster 
and White 1971; Ternan 1972; Scanlon and Thrailkill 1987; Rovey 1994; Raeisi and Karami 1997; 
Martin and Dean 2001; Grasso and Jeannin 2002; Perrin et al. 2003; Aquilina et al. 2005). Jakucs 
(1959) combined both hydrographs and chemographs of karst springs, recognizing that their response 
to precipitation depends on the nature of the recharge. A number of different authors have agreed that 
flow regimes in karst systems can be classified as either conduit or diffuse (White 1969; Shuster and 
White 1971; Atkinson 1977; Smart and Hobbs 1986; Martin and Dean 2001; White 2006; Liñán Bae-
na et al. 2009). Smart and Hobbs (1986) attempted to categorize karst aquifers on a conceptualized 
basis into those exhibiting concentrated and dispersed recharge, saturated and unsaturated storage. 
Birk et al. (2004) characterize the local recharge and conduit flow in karst aquifers by linking the hy-
draulic and physico-chemical responses of springs to recharge events. Perrin et al. (2003) investigates 
the share of karst storage from the infiltrated recharges by means of hydro-iso graphs. Aquilina et al. 
(2005) used the hydro-chemograph of karst springs to interpret the recharge and storage mechanisms 
during rainfall events. Moral et al. (2008) classify the karst springs depending on magnesium content 
and temperature of karst water. Milanović (1981) connected the degree of karstification to aquifer 
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depth, assuming that shallow depths are associated with a greater degree of karstification. Rashed 
(2012) proposed a new method to assess the degree of karstification (Dk) taking the whole hydrograph 
component into consideration.  
The present work introduces a new approach to the classification of karst springs based on the correla-
tion between hydrograph components and the corresponding hydrogeochemical parameters. A karst 
index (KI) describes karst springs using both quantitative and qualitative approaches. Thus the charac-
teristics of a karst system can also be predicted. The KI can help researchers in better classify karst 
systems via the use of discharge and chemical data. 
 

2 Materials and methods 

2.1 Study area 

 
The area of interest is located in the Kurdistan region in the northeast of Iraq, mainly in Sulaimani 
governorate, Ranya district (Fig.1). The area is situated within latitudes 36°10'– 36°35' north and lon-
gitudes 44°30'– 44°50' east in the elevation range of 500 to ˃2000 meter (m) above sea level. Makook 
Anticline Mountain lies in a northwest–southeast direction and is surrounded by Shawre valley in the 
northeast and Balisan valley in the southwest. The area of interest comprises about 400 km2 and is part 
of the Dokan lake catchment. The studied area is characterized by humid to moist climate. Rainy sea-
son starts from October and mainly ends in May with minor showers in June, July, and September. 
The highest precipitation rate, highest relative humidity, and lowest temperature are observed in Feb-
ruary. The mean annual precipitation for the area of interest is 570.5 mm and the average annual tem-
perature is 20 °C. The mean annual evaporation (pan) is about 2000 mm and the mean relative humidi-
ty is about 47% (Mustafa et al. 2015).  
Rocks of Mesozoic and Cenozoic age can be found in the region of interest (Fig.1). Two units of Ju-
rassic rocks are cropping out representing older rocks: i) Sarki and Sehkaniyan formation, which are 
composed mainly of limestone, dark dolomite, and shale (Jassim and Goff 2006), and ii) Sargelu for-
mation (Bajocian–Bathonian), Naokelekan formation (Late Oxfordian–Early Kimmeridgian), Barsarin 
formation (Kimmeridgian–Early Tithonian), and Chia Gara formation (Late Tithonoan), which include 
bedded to massive dolomite, limestone, bituminous limestone, and marl. The Cretaceous unit compris-
es Balambo and Sarmord formation (marly and bedded limestone, bedded dolomite, and marl), Qam-
chuqa formation (mainly massive limestone and dolomite), Bekhme formation and locally Kometan 
formation (well bedded to massive limestone), Shiranish formation (well bedded limestone and marl), 
and Tanjero formation (sandstone, claystone, and conglomerate) (Bellen et al. 2005). Kometan for-
mation doesn’t appear in the geological map (Fig.1), while it is a regional map and the existence of 
Kometan formation was during the time of mapping still uncertain. Near Sarwchawa town, Kometan 
formation changes laterally to Bekhme formation through a transitional zone (Karim et al. 2012), and 
both formations are possibly overlain by Shiranish formation. Jurassic and Cretaceous rocks are occa-
sionally overlain by Quaternary fan deposits (boulders, gravel, and fine clastics) and a thin layer of 
soil (mainly in the valleys, because of soil erosion in that mountainous area). 
Makook Anticline represents a double plunging anticline (NW–SE) within in the parallel trend of Zag-
ros folded structures between Ranya and Palawan anticlines and Sahwre and Balisan synclines (in 
between) in the NE and SW respectively (Fig.1).  The area is characterized by tectonic distortion, es-
pecially in the northwest part of Makook Anticline. 
Generally, all springs are within the Makook Anticline Mountain except Chewa spring, which is locat-
ed in the NW plunge of the Palawan anticline. Makook karst system is composed of three karst aqui-
fers: Bekhme, Kometan and Shiranish aquifers (Mustafa et al. 2015). Bekhme karst aquifer supplies 
major springs along Makook anticline including Zewa, Qala Saida and Gullan springs (Fig.1). Bekhme 
aquifer is a well karstified, thick, semi-confined aquifer underlain by Sarmord formation (aquiclude). 
The effective recharge for Bekhme aquifer was estimated to be ˃50% of the total precipitation (Steva-
novic and Markovic 2004). The Kometan aquifer is represents the source of Sarwchawa,  Betwata, 
Chewa and Bla springs (Mustafa et al. 2015). Kometan formation is a well karstified, highly fissured 
aquifer with confined to semi-confined conditions and overlain by Shiranish formation (Stevanovic 
and Markovic 2004). The aquifer is composed of carbonate rocks and contains a large amount of 
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groundwater, varying in space and time. One of the springs (Shkarta) drains poorly developed karst 

(with small fissures). This spring is located in the Shiranish formation (marl and marly limestone), 

which was inconsistently recognized as a fissured aquitard (locally in the marly limestone part) by Al 

Manmi (2008).The general groundwater flow direction is from the NW to the SE of the studied area 

(Al Manmi 2008). Strong karstification cycles took place in the aquifer system during the Paleocene–

Miocene period (Stevanovic et al., 2009), and are ongoing process, even recently.  

Concerning the karst features, depressions and sinkholes are rarely recognized, but remote sensing 

investigations revealed that cores of some of the major anticlines are pitted due to karstification (Ste-

vanovic and Markovic 2004). 

Betka cave near Sarwchawa town was described by Stevanovic et al. (2009). At the entrance of Betka 

cave a hall with 20 m length, 7 m width and 10 m height was found. The existence of the Qamchuqa 

formation aquifer in the region of interest is possible, as mentioned by Al Manmi (2008), but no field 

evidence has been reported so far. 

 

 

Fig.1:  Geology and location of the study area in Kurdistan Region, Iraq (modified after Sisakian 1998) 



Freiberg Online Geoscience Vol 39, 2015 

4 

2.2 Methodology 

 

Because no continuous discharge measurements of the springs were available, different methods (cur-
rent meter and volumetric readings) were employed to record the discharge of the springs during the 
monitoring period from September 2011 to November 2012. Due to time restrictions flow measure-
ments and field parameters were measured only six times (Sep.2011, Dec.2011, Apr.2012, Jun.2012, 
Sep.2012 and Nov. 2012) accompanying the sampling processes. 

The sampling and measurements of field  parameters were conducted at the spring’s outlet. Redox 
potential (Eh) was measured via a WinLab redox meter and WTW SenTix-ORP electrode and checked 
by standard redox buffer (pH=7 and 220 millivolts at 25 °C). The parameters pH, specific conductance 
(SpC), dissolved oxygen (DO), and water temperature (T) were measured on-site using a multi-
parameter WTW model 3430, WTW pH electrode SenTix-940, WTW TetraCon-925 conductivity 
electrode and WTW FDO-925 optical dissolved oxygen sensor. A three-point calibration was carried 
out for the pH electrode via technical WTW buffers (pH=4.01, pH=7 and pH=10). The EC electrode 
was checked with WTW standard control solution; settings were chosen so that the output of the elec-
trode was converted to a water temperature of 25 °C. A certified mercury-thermometer was employed 
for air temperature measurement. Alkalinity was determined immediately after sampling by means 
titration and converted to hydrogen-carbonate (HCO3

-) according to APHA (1998). 

Eight karst springs (Sarwchawa, Shkarta, Betwata, Zewa, Chewa, Bla, Qala Saida, and Gullan) were 
sampled six times between September 2011 and November 2012. Thus a total of 48 samples were 
taken. The temporal sampling from each spring was planned to be representative for the dry and wet 
periods (Appendix 1). The measurement of major cations, anions, trace elements and stable isotopes of 
δD was conducted in the laboratories of the Hydrogeology Department, Technische Universität 
Bergakademie Freiberg, Germany. Major cations (Ca2+, Mg2+, Na+ and K+) content were determined 
via ion chromatography (IC) using an 850 Professional IC Metrohm with Metrosep C4-150 column 
and 2 mM dipicolinic acid eluent. The SO4

2-, Cl- and F- anion levels were determined with a Metrohm 
Compact IC Pro 881 and Metrosep A sup 15-150 column was used with 3 mM NaHCO3 and 3.5 mM 
Na2CO3 as eluent. The determination of Li, P, Si and Sr (and other elements, not reported here) were 
done with an ICP-MS XSeries-2 (Thermo Scientific) either in direct mode or using the collision mode. 
The reproducibility of IC and ICP-MS determinations was around 2% and 5% respectively. Stable 
isotopes of δD were measured by means of an LGR liquid–water isotope analyzer (DLT-100), with a 
precision of < 0.3‰.  

The ion balance, partial pressure of CO2 (PCO2) and saturation index of calcite (SICalcite), dolomite (SIDo-
lomite), gypsum (SIGypsum), fluorite (SIFluorite), halite (SIHalite) and SI in other minerals were calculated by 
means of PHREEQC (Parkhurst and Appelo 2013) using the WATEQ4F database. The data used in 
this work were subjected to different quality assurance procedures and statistical tests using SPSS 
software package (Landau and Everitt 2003). Non-parametric two-tailed correlation analysis (Kendall 
and Spearman correlations) was performed for the hydrogeochemical and field parameters in addition 
to basic statistical treatment. The climate of the area was characterized by means of meteorological 
data of Dokan lake station (not shown in Fig.1) obtained from Directorate of Meteorology and Seis-
mology, Kurdistan Regional Government, Ministry of Transportation and Communication (MTC). 
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3 Results and disscussion 

 

The summery of the statistical analysis for the hydrogeochemistry, physico-chemical parameters and 
hydrogeochemical modeling of the springs are shown in Tab. 1, Tab. 2 and Tab. 3. The detailed data 
set is included in appendices 1, 2 and 3. 

 

3.1 Hydro-chemograph characteristics 

 

The hydrographs patterns for the studied springs are shown in Fig. 2. The hydrograph of Sarwchawa 
spring presents a rapid increasing of discharge as response to precipitation events, which corresponds 
to decrease in water temperature, SpC and pH (Fig. 2a and Tab. 1). The rapid response of Q, T, and 
SpC of karst springs indicates a short transit time and an effective conduit system (Birk et al. 2004; 
Liñán Baena et al. 2009). In contrast, the response of Shkarta spring discharge to precipitation events 
is gradual and on a smaller scale compared to that of the majority of the springs. The fact that low 
discharge levels commonly observed in marly rocks result in increased residence times (Pearson and 
Scholtis, 1995) means that low flow rates in micro-fractures of Shiranish marly limestone are likely 
the reason for the recorded long residence time and gradual variation in discharge in the Shkarta 
spring. The hydrograph of the Betwata spring shows two amplitudes in response to the Oct - Dec 2011 
and Apr – Jun 2012 precipitation events. The same pattern is visible in the graph for the Chewa spring 
albeit with a lesser response to the earlier event. A gentle rise in the Zewa spring hydrograph was rec-
orded, which together with the steep slope of discharge decreasing until recovery likely reflects the 
low storage capacity of the associated karst system. The Bla spring hydrograph is characterized by an 
interesting decrease in Dec 2011 matching the rhythm of temperature and SpC variation in response to 
the Oct 2011 - May 2012 precipitation events.  

 

Tab. 1: Statistics of the physico-chemical, flow and isotopic characteristics of the karst springs  

Spring & Code East 
Longitude 

North 
Latitude 

Elevation 

(m) 
Statistics pH Eh 

(mV) 
SpC 

(µS/cm) 
Water 
T (°C) 

Air T 
(°C) 

 DO 
(mg/l) 

Flow 
(l/s) 

δD 
(‰) 

Sarwchawa (1) 36°16'32.9" 44°45'19.4" 584 St.D 0.2 32.3 65.5 3 8.9 0.02 762.3 1.6 

 Min 7.1 343 482 11 10 6.45 2370 -43.39 

Max 7.6 434 664 18.7 30.5 6.49 4630 -39.18 

Mean 7.3 388 551 15.1 19.4 6.48 3233 -40.3 

Shkarta (2) 36°18'21.7" 44°43'15.7" 578 St.D 0.2 31.1 65.5 6.1 6.5 0.57 0.4 1.3 

 Min 7.1 335 406 6 16 7.03 0.1 -35.57 

Max 7.8 431 583 23.4 32.5 7.36 1.1 -31.9 

Mean 7.4 383 453.8 17.4 23.8 6.37 0.5 -32.9 

Betwata (3) 36°20'39.5" 44°42'30.7" 1063 St.D 0.3 33.4 177.4 4 7.8 0.74 14.8 1.3 

 

 

Min 7.2 337 380 9 14 8.03 18.8 -43.87 

Max 7.9 433 831 19 32 8.46 59.3 -40.39 

Mean 7.6 383 470 13.4 23.5 7.17 30.2 -41.2 

Zewa (4) 36°24'10" 44° 34' 25" 943 St.D 0.4 34.1 21.7 3.1 7.3 0.9 45.9 1.1 

 Min 7.3 324 296 8 11 7.8 48 -45.93 

Max 8.4 416 350 15.2 31 8.34 165.8 -42.79 

Mean 7.8 367 320.3 11.6 18.8 6.7 109 -43.8 

Chewa (5) 36°20'50.4" 44°34'20.2" 838 St.D 0.2 29.3 254.7 4.5 6 0.09 86.3 1.5 

 Min 7.2 358 444 8 19 5.95 101 -43.75 

Max 7.8 442 1117 19 35 6.05 332.5 -39.57 

Mean 7.4 392 602.5 14.2 26.8 5.9 160.2 -41.1 
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Bla (6) 36°31'23.9" 44°29'46.3" 945 St.D 0.2 46.9 69.1 3.2 7.8 0.7 265 1.5 

 Min 7.2 351 396 8 10 7.25 126 -44.71 

Max 7.8 478 599 15.5 28 7.64 875 -40.2 

Mean 7.4 397 488.8 11.4 20 6.47 450.1 -42 

Qala Saida (7) 36°20'19.9" 44°46'02.1" 953 St.D 0.2 33.7 122.7 2.9 11.2 1 2 1.3 

 Min 7.3 357 383 9 5 7.58 1.5 -41.62 

Max 7.8 446 722 17 34 8.15 6.8 -37.9 

Mean 7.5 381 488.8 14.2 21.5 6.43 3 -39.7 

Gullan (8) 36°23'23.7" 44°41'44.8" 1309 St.D 0.4 35.7 33 2.4 8 1.4 21.6 1.4 

 Min 7.3 323 265 8 3.5 7.71 27.4 -45.02 

Max 8.2 432 360 14.1 26 8.5 87.6 -41.1 

Mean 7.7 373 310.5 9.5 15.1 6.13 50.6 -42.3 

 Eh = oxidation reduction potential; SpC = Electrical conductivity; T = temperature; DO = dissolved oxygen; Flow = discharge of the springs; St.D = standard 
deviation; Min = minimum; Max = maximum; The statistical tests are based on 6 measurements (n) for each springs, except DO that measured only 3 times  

 

Regarding specific conductance, the Sarwchawa spring exhibits a unique concave pattern compared to 
that of the other springs with an abnormal increase observed during the rainy period of Oct – Nov 
2012. The SpC pattern at Betwata spring (Fig. 2c) is close to that observed at Shkarta, with a delay in 
increase from Apr – Jun 2012. The complexity and roughness of the Qala Saida and Gullan spring 
SpC patterns (Fig. 2g and Fig. 2h) is indicative for the heterogeneity of the karst system associated 
with the Bekhme aquifer. 

The calcium chemographs of spring water mainly show decreasing calcium concentration during re-
charge periods, except Zewa spring (Fig. 2d and Tab. 2) which shows the reverse (increasing Ca2+ 
concentration with increasing recharge). Similar decreasing of Ca2+ through dilution by low mineral-
ized recharge water was reported by Vesper and White (2004) for karst springs in Kentucky, USA. A 
zigzag-like pattern in Ca2+ chemographs of Chewa and Bla springs was observed and indicates the 
similarity in recharges and flow systems for both springs. A time lag was enhanced by the most no-
ticeable changes in hydrogeochemistry after the recharge events. This time lag suggests the presence 
of piston phenomena (recharge water flush the storage water in the karst aquifer before discharging at 
the spring outlet) (Vesper and White 2004). 

Sulfate concentrations show the same variation as Ca2+ corresponding to the dilution with recharge 
water, except in Zewa and Gullan springs showing opposite patterns (Fig. 2d and Fig. 2h). The sulfate 
concentration is higher in Sarwchawa spring. Oxidation of pyrite concretions (Al Manmi 2002; Musta-
fa 2007), and gypsum impurities along the flowpath of Kometan aquifer is possibly leads to formation 
of this sulfate rich water. Sulfate concentrations are low during high discharge periods but generally 
increase as discharge decreases, and thus can be used as a tracer for quantifying mixing ratios (Lee and 
Krothe 2003). Dilution of karst water by recharged water was obvious at Sarwchawa during the period 
of peak discharge (Apr.2012). Low temporal variation in SO4

2- in karst waters implies the effective 
mixing of recharged water with groundwater before discharge from the spring (Martin and Gordon, 
2000) a process likely occurring in some majority of the studied springs. 

A general trend of increasing PCO2 with increasing discharge was observed in the karst springs. This 
reflects the decrease of diffuse atmospheric CO2 and increase of CO2 in soil (Gillon et al. 2009; Del-
bart et al. 2014). The patterns of PCO2 in karst springs were consistence with sulfate patterns rather 
than the Ca2+ ones (Fig. 2). Increasing of PCO2 is accompanied by increasing of Ca2+, sulfate, SpC, T 
and Eh. Although, the water temperature pattern for the Shkarta spring is similar to that of the 
Sarwchawa spring, the former exhibited the highest values among the studied springs (Fig. 2a and Fig. 
2b). A lateral groundwater influx from one aquifer to another, together with the presence of clay and 
marl layers in the vicinity of the springs, leads to mixing and causes a decrease in water temperature 
(Bundschuh 1993).  

According to the local stratigraphic superposition, a lateral influx of water from the Kometan aquifer 
to the Shiranish aquitard is assumed to be the reason for the Oct – Nov 2012 temperature decrease in 
the Shkarta spring thermograph. The water temperature pattern at Betwata is more or less the same as 
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that of the two aforementioned springs with the exception of a near two month delay in recovery. A 
delay in the temperature recovery of a karst spring is the result of a short transit time, less developed 
karstification, and a diffuse flow pattern (Liñán Baena et al. 2009). Depending on the temporal varia-
tion of temperature and δD, two main categories were recognized. The first, includes Sarwchawa, 
Shkarta and Betwata springs. The temporal variation in these springs follows the same trend: tempera-
ture and δD decreased and increased with respect to precipitation events (Fig. 2a, b and c). Such simi-
lar behavior is related to depth, reservoir extent, hydraulic conductivity and kinetics of recharged pre-
cipitation and groundwater inside the karst system. The difference in water temperature at Shkarta is 
the highest of all studied springs (Tab. 1) and indicated shallow depth of the aquifer. The second cate-
gory comprises Zewa, Chewa, Bla, Qala Saida and Gullan springs. This group is mainly characterized 
by depletion of δD patterns corresponding to precipitation events and decreasing of the temperature 
(Fig. 2d, e, f, g and h), which makes it different from the first group. The significant changes of isotop-
ic signature corresponds to the recharge events indicating a direct influence of the karst aquifer by 
infiltrated water (Perrin et al. 2003). Temporal variation of δD in springs discharging from limestone 
aquifer (Sarwchawa, Betwata, Chewa and Bla springs) and Shiranish aquitard (Shkarta spring) are 
consistent with SpC changes. This might indicate a correlation between karstification of carbonates 
and isotope evolution. 
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Fig. 2: Hydro-chemograph of the studied springs. (a) Sarwchawa (b) Shkarta (c)  Betwata (d) Zewa (e) 

Chewa (f) Bla (g) Qala Saida (h) Gullan; Qmax = maximum discharge of spring (l/s); Qmin = min-

imum discharge of spring (l/s); the solid vertical lines indicates Qmax and Qmin and there corre-

sponds values. 
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Tab. 2: Statistics of the hydrogeochemical characteristics of the karst springs  

Spring & 
Code 

Statistics Na+ K+ Ca2+ Mg2+ Cl- SO4
2- HCO3

- F- Si Sr P Li E% 

Concentrations in mg/L 

Sarwchawa(1) St.D 0.09 0.06 14.7 2.5 0.6 18.1 12 0.05 0.2 0.17 0.005 0.0004 NA 

  

  

  

Min 2.32 0.7 49.9 17 2 39 265.7 0.07 4.3 0.44 0.007 0.0025 -1 

Max 2.53 0.85 91.7 23.9 3.5 86.6 298.9 0.19 4.9 0.88 0.019 0.0036 1 

Mean 2.41 0.77 76.1 21.5 2.6 70.4 279.3 0.13 4.7 0.75 0.013 0.0031 -0.3 

Shkarta(2) St.D 0.82 0.25 9.9 1.5 4 8.2 15 0.03 0.4 0.06 0.012 0.0003 NA 

  

  

  

Min 3.59 1.48 48.2 9.6 4.8 17.4 213.7 0.06 8.5 0.29 0.011 0.0009 -4 

Max 5.89 2.27 75.3 13.7 15.5 40.4 253.9 0.14 9.4 0.44 0.04 0.0017 0 

Mean 4.36 1.84 66.5 10.7 8.3 24 231.5 0.09 8.9 0.33 0.023 0.0013 -1 

Betwata(3) St.D 0.03 0.05 7.2 0.8 0.5 2.2 9.1 0.01 0.2 0.01 0.003 0.0001 NA 

  

  

  

Min 1.23 0.38 37.2 18 1.3 11 235.1 0.04 3.9 0.12 0.005 0.0007 -1 

Max 1.3 0.5 55.4 20.4 2.6 16.7 260 0.07 4.3 0.14 0.012 0.001 1 

Mean 1.28 0.44 49.8 18.8 1.8 12.4 243.9 0.06 4.1 0.12 0.008 0.0009 -0.3 

Zewa(4) St.D 0.06 0.2 5.4 0.9 0.5 2 4.3 0.01 0.1 0.01 0.005 0.0001 NA 

  

  

  

Min 0.79 0.41 41.4 12.9 0.9 8.4 180 0.04 2.7 0.1 0.003 0.0005 -1 

Max 0.94 0.94 56.6 15.5 2.1 13.9 192 0.07 3.2 0.13 0.015 0.0007 3 

Mean 0.88 0.55 47.1 14.2 1.4 10 186.1 0.05 2.9 0.11 0.009 0.0006 0.7 

Chewa(5) St.D 0.08 0.07 22.7 0.7 0.5 2.1 7.6 0.02 0.3 0.01 0.004 0.0002 NA 

  

  

  

Min 1.77 0.46 43.3 18.5 1.8 9.2 332.3 0.06 5.3 0.17 0.008 0.0013 0 

Max 2.03 0.66 88.1 20.5 3 14.7 350 0.11 6 0.21 0.017 0.0018 1 

Mean 1.91 0.54 65.3 19.2 2.4 10.7 340.4 0.08 5.6 0.18 0.011 0.0017 0.5 

Bla(6) St.D 0.08 0.11 15.8 2 0.5 2.5 10.9 0.02 0.3 0.02 0.005 0.0001 NA 

  

  

Min 1.37 0.52 41.4 17.1 1.6 10.7 289.3 0.04 3.5 0.11 0.006 0.0008 0 

Max 1.62 0.81 75.1 22.6 3 16.9 318.5 0.11 4.3 0.18 0.016 0.0011 1 

Mean 1.52 0.65 58.9 21 2.1 12.4 305.3 0.06 3.8 0.14 0.01 0.001 0.3 

Qala Saida(7) St.D 0.08 0.04 11.6 0.8 0.5 2 14.6 0.02 0.2 0.01 0.005 0.0002 NA 

  

  

  

Min 1.24 0.35 47.2 20.4 1.5 10.7 242.1 0.03 3 0.07 0.004 0.0005 -2 

Max 1.47 0.48 77.3 22.5 2.8 15.9 286.2 0.08 3.5 0.09 0.016 0.001 1 

Mean 1.32 0.42 59.4 21.6 1.9 12.1 267.6 0.05 3.3 0.08 0.009 0.0008 -0.5 

Gullan(8) St.D 0.53 0.05 2.6 1 0.7 2.3 9.4 0.01 0.1 0 0.004 0.0001 NA 

  

 

Min 0.72 0.27 38.5 11.4 0.9 8.9 159.4 0.02 2.1 0.06 0.003 0.0004 -1 

Max 2.09 0.39 45.5 14.4 2.8 14.8 185.1 0.05 2.4 0.07 0.013 0.0007 1 

Mean 1.02 0.31 42.7 12.8 1.4 10.4 172.2 0.04 2.2 0.06 0.008 0.0006 -0.5 

E% = Anion cation balance calculated by PHREEQC; NA = Not available; Na+, K+, Ca2+, Mg2+, F-, Cl- and SO4
2-were measured by Ion Chromatog-

raphy (IC); HCO3
-  measured by Titration; Si, P, Li and Sr measured by Inductively Coupled plasma – Mass Spectrophotometer (ICP-MS); St.D = 

standard deviation; Min = minimum; Max = maximum; The statistical tests are based on 6 measurements (n) for each spring; Spring codes can be used 
to trace the locations of the springs in Fig.1 
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3.2 Hydrogeochemical processes and correlations 

3.2.1 Saturation indices of minerals  

 

Calculated saturation indices (Tab. 3 and Appendix 3) indicate that Zewa, Chewa and Qala Saida 
springs are oversaturated (SI ≥ 0.05) with calcite while Sarwchawa, Shkarta, Betwata and Bla springs 
are in equilibrium (-0.05 ≤ SI ≤ 0.05). Dedolomitization processes are in progress in waters in equilib-
rium with calcite and undersaturated with dolomite (Pavlovskiy and Selle 2014). Only Gullan spring is 
undersaturated (SI ≤ -0.05) with respect to calcite, which suggests shorter flowpath and shorter resi-
dence time in the aquifer compared to the other springs (Fig. 3c and Fig. 4). Regarding the SIDolo-
mite, only Qala saida spring is in equilibrium, and the rest is undersaturated with respect to dolomite. 
All springs are undersaturated with respect to gypsum, fluorite, and halite. Obviously, incongruent 
dissolution of dolomite occurs in waters of Sarwchawa, Shkarta, Betwata and Bla springs. 

 

3.2.2 Factors controlling the hydrogeochemical processes in karst springs 

 

In order to investigate the factors that control the hydrogeochemistry in karst waters, two types of cor-
relation analysis were applied (two tailed, ≤ 0.05 Pearson correlations). 1) Correlation analysis be-
tween mean values of water components in all springs (Fig. 3a, c, and f). 2) Correlation analysis be-
tween the values of water components in a single spring (temporal variation of one spring). 

PCO2 correlates inversely with pH (r = -0.95, n = 8, p ˂0.001; mean values of the springs), controlling 
the increasing of Ca2+ (Fig. 3a), and consistently increasing SpC (r = -0.9, n = 8, p ˂0.001; mean val-
ues of the springs). In contrast, Mg2+ doesn’t correlate to PCO2 (r = -0.1, n = 8, p = 0.3) and pH (r = -
0.2, n = 8, p = 0.1). Therefore, other factors rather than PCO2 and pH control the Mg2+ concentration in 
karst waters. Oxidation-reduction processes in karst waters of the region of interest is correlated with 
PCO2 (r = -0.9, n = 8, p = 0.001; mean values of the springs). On a temporal scale, the water tempera-
ture controls the dissolution of dolomite in Zewa, Qala Saida and Gullan springs (discharged from 
dolomitic rocks of Bekhme aquifer), and oxidation - reduction processes in Shkarta, Chewa and Bla 
springs (r = 0.7 - 0.8; n = 6, p = 0.01 for each of the springs). Regarding the water – air temperature 
correlation, only Betwata spring shows a significant correlation (r = 0.8, n = 6, p = 0.01; temporal 
values), which reflects various depth for the aquifers and different recharge processes. 

The temporal variations of many parameters are controlled by the flow of the springs. In Betwata 
spring increasing of flow is accompanied by decrease in Ca2+ concentration (r = 0.8, n = 6, p = 0.01) 
(Fig. 3d). This can be interpreted by less time for water to react with aquifer rocks in high flow periods 
compared to the low flow periods. Li concentration increases with increasing of SIGypsum which indi-
cates the presence of Li in CaSO4 minerals in karst carbonates according to Chiarenzelli et al. (2007) 
and O’Connor et al. (2010) who concluded that the dissolution of evaporitic minerals could be the 
source of Li and Sr in groundwater. Interesting is the depletion and enrichment of δD with increasing 
of silica  and decreasing of SpC. Based on mean values of the springs, δD depletes with increasing of 
Si (Fig. 3f), which might be related to traces of silicate minerals in karst rocks. On the other hand en-
richment of δD correlated significantly (r = 0.7-0.9, n = 6 p = 0.01 - 0.001; temporal values for each 
spring) to the increasing of SpC in karst springs discharged from the limestone aquifer (Sarwchawa, 
Betwata, Chewa and Bla), but this is not the case in springs discharging from the dolomitic aquifers 
(Zewa, Qala Saida and Gullan). The variation of silica and SpC with the evolution of δD in the studied 
springs indicates a certain physico - chemical process during the dissolution of the karst carbonates. 
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3.3 Classification of springs by means of a karst index (KI) 

 

In order to classify the studied karst spring, hydrodynamic (flow) and hydrogeochemistry were linked 
to each other. The ratio of the maximum discharge to the minimum discharge represents a useful tool 
for describing the flashiness of an aquifer (White 2006). Therefore the ratio of minimum to the maxi-
mum discharge of the springs was investigated (Tab. 4). Different discharge ratios provide an impres-
sion of heterogeneity in the studied karst system. This difference in flow rates was used to classify the 
springs. A correlation test was performed between each of the minimum and maximum discharges and 
the previously discussed hydrogeochemical parameters (sections: 3.1 and 3.2). This correlation was 
used as indicator for different karst aquifers. 

 

Tab. 3: Saturation indices of selected mineral and CO2 in the karst springs  

Spring & Code Statistics PCO2 SICalcite SIDolomite SIGypsum SIFluorite SIHalite 

 Sarwchawa(1) 

  

  

Min 0.59 -0.25 -1 -1.9 -3.2 -9.8 

Max 1.70 0.31 0.3 -1.6 -2.3 -9.6 

Mean 1.09 0.02 -0.3 -1.7 -2.7 -9.8 

 Shkarta(2) 

  

  

Min 0.32 -0.23 -1.1 -2.4 -3.4 -9.3 

Max 1.70 0.43 0.3 -1.9 -2.5 -8.6 

Mean 0.83 0.006 -0.6 -2.2 -3 -9 

 Betwata(3) 

  

  

Min 0.27 -0.33 -1 -2.7 -3.8 -10.3 

Max 1.26 0.48 0.8 -2.4 -3.3 -10 

Mean 0.55 0.03 -0.2 -2.6 -3.5 -10.2 

 Zewa(4) 

  

  

Min 0.06 -0.47 -1.3 -2.7 -3.8 -10.6 

Max 0.76 0.71 1.2 -2.6 -3.2 -10.2 

Mean 0.27 0.06 -0.2 -2.7 -3.6 -10.5 

 Chewa(5) 

  

  

Min 0.44 -0.17 -0.6 -2.7 -3.5 -10 

Max 1.78 0.32 0.4 -2.4 -2.9 -9.8 

Mean 1.24 0.08 -0.1 -2.6 -3.2 -9.9 

Bla(6)  

  

  

Min 0.40 -0.41 -1 -2.7 -3.8 -10.1 

Max 1.48 0.29 0.5 -2.3 -2.9 -9.9 

Mean 0.99 -0.02 -0.3 -2.5 -3.4 -10.1 

 Qala Saida(7) 

  

  

Min 0.35 -0.26 -0.8 -2.7 -4 -10.3 

Max 1.12 0.32 0.4 -2.4 -3.2 -10 

Mean 0.65 0.11 0.002 -2.5 -3.5 -10.1 

Gullan(8) 

  

Min 0.10 -0.58 -1.6 -2.7 -4.3 -10.7 

Max 0.72 0.49 0.7 -2.5 -3.5 -9.8 

Mean 0.28 -0.09 -0.6 -2.7 -3.8 -10.4 

PCO2 = Partial pressure of CO2 (Vol.%); SI = Saturation index of minerals; SI = Saturation index  ˂ 

0.1; SI = Saturation index  ˂- 0.1; Min = minimum; Max = maximum; The statistical tests are based 
on 6 measurements (n) for each spring; The data was calculated with PHREEQC; Spring codes can 

be used to trace the locations of the springs in Fig.1 

 

Minimum and maximum discharge rates of the spring and their corresponding hydrogeochemical con-
centrations (Tab. 4)  are used to calculate an arithmetic index. The proposed karst index (KI) is a di-
mensionless number calculated as follows: 
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Karst	Index	(��) = � × 100 (1) 

� =
∑ ���
���

�
 (2) 

�� = 	
����	×	�����

����	×	�����
 (3) 

 

where: 

 

M = Arithmetic mean  

ki = Ratio of minimum to maximum flow multiplied by their corresponding values for a specific pa-
rameter (i)   

Qmin = Minimum discharge of spring (l/s, or equivalent) 

Qmax= Maximum discharge of spring (l/s, or equivalent) 

iQmin = Value of specific water parameter corresponding to the minimum discharge rate (unit)   

iQmax = Value of specific water parameter corresponding to the maximum discharge rate (unit)   

n = number of hydrogeochemical parameters 
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Fig. 3: Correlations of hydrogeochemical parameters in karst springs. Correlations in (b) and (d) are 

based on temporal values (n=6) in Betwata spring. Values of the correlated parameters in (a), 

(c), (e) and (f) represents mean value of 6 periods during Sept.2011-Nov.2012. 

 

The iQmin and iQmax values do not necessarily represent minimum and maximum concentrations of the 

hydrogeochemical parameters rather being selected according to their corresponding minimum and 

maximum flow rates (Tab. 4 and Fig. 2). In addition to the discharge the values of pH, Eh, SpC, 

HCO3

-

 and δD were involved in calculation of the KI (Tab. 4). Even with increasing or decreasing the 

number of hydrogeochemical parameters springs stay in the same KI class. For example, in case of 

using only pH, SpC and HCO3

-
 the calculated KI is more or less the same as the former case (including 

all parameters). Vice versa if we increase the number of parameters and include Na
+
, Ca

2+
, SO4

2-
, Si, 

Li, PCO2, SIGypsum, SIFluorite and SIHalite (Appendix 4), the KI value is more or less the same. The obtained 

values also exhibit different levels of sensitivity for the parameter suggesting that a range of different 

factors affects the studied springs (relating to the nature of their respective donor aquifers). The pro-

posed KI classifies the studied springs into four types. The range of KI values calculated using differ-

ent hydrogeochemical parameters probably supports the idea of a qualitative (i.e., hydrogeochemical) 

rather than quantitative (i.e., flow rate) effect on karstification processes. The value of KI varies be-

tween 8.8 (Shkarta) and 55.8 (Sarwchawa) in the region of interest generally reflecting the effects of 

minimum and maximum spring flow rates on the index (Tab. 4). However, this is not the case for the 

Bla and Qala Saida springs, which exhibits the reverse situation (higher KI in Qala Saida, which has a 
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lower discharge compared to Bla). The KI values for these two springs indicate that the hydrogeo-
chemical characteristics of water at these locations have a greater influence than the flow rate on the 
karst index.  Thus, KI reveals sensitive classification of karst springs depending on quantity (flow rate) 
and hydrogeochemical parameters. 

 

Tab. 4: Parameters used for the karst springs classification 

Spring &Code Sarwchawa(1) Shkarta(2) Betwata(3) Zewa(4) Chewa(5) Bla(6) Qala Saida(7) Gullan(8) 

Qmin/Qmax 0.51 0.09 0.32 0.29 0.3 0.14 0.22 0.31 

pHQmin/pHQmax 1.03 1.04 1.03 1.03 1 1 1.04 1.05 

kipH 0.53 0.09 0.33 0.30 0.3 0.14 0.23 0.33 

EhQmin/EhQmax 1.13 0.99 1.07 1.09 1.08 0.88 1.15 0.97 

kiEH 0.58 0.09 0.34 0.32 0.33 0.13 0.25 0.3 

SpCQmin/SpCQmax 1.18 1.01 0.93 1.11 1.01 1 1.2 0.81 

kiSpC 0.61 0.09 0.3 0.32 0.31 0.14 0.26 0.25 

δDQmin/δDQmax 1.02 0.99 1 0.99 1 1.01 1.07 0.99 

kiδD 0.52 0.09 0.32 0.29 0.3 0.14 0.24 0.31 

HCO3Qmin/HCO3Qmax 1.08 0.85 0.99 0.99 0.98 1.01 1.18 1.05 

kiHCO3 0.55 0.08 0.31 0.29 0.3 0.15 0.26 0.33 

∆Mg 6.9 4.1 2.4 2.6 2 5.5 2.1 3 

∆SO4 47.6 23 5.7 5.5 5.5 6.2 5.2 5.9 

∆Sr 0.44 0.15 0.02 0.03 0.04 0.07 0.02 0.01 

∆DO 0.04 0.099 1.29 1.64 0.15 1.17 1.72 2.37 

KI 55.8 8.8 32 30.4 30.8 14 24.8 30.4 

Qmin/Qmax = ratio between minimum and maximum discharge of the spring; iQmin = Value of specific water parameter 

corresponding to the minimum discharge rate; iQmax = Value of specific water parameter corresponding to the maximum 

discharge rate; ki = Ratio of minimum to maximum flow multiplied by their corresponding values for a specific parame-

ter (i); ∆ = maximum – minimum value of the parameter in mg/l; KI = Karst index (%) 

 

The implementation of KI on the karst springs of the Makook system produced a range of values and 
thus different karst classes. The variation in KI from 8.8 to 55.8 can be assumed to represent an ade-
quate range for a classification. Four classes were recognized, and the description of each class is 
summarized in Tab. 5.  

Rocks of several springs have been exposed to different processes in addition to carbonate dissolution. 
For example, tectonics also play a role in the maturity of karstification in Sarwchawa spring (class-
IV), thus these types of springs are more frequent in the plunges of highly-folded rocks. But the open-
ings in Shkarta spring (class-1) are micro-fractures or fissures formed by tectonic stress.  

Residence time and depth of the aquifers do alter as well as the hydrogeochemical composition. The 
microbial utilization of oxygen during longer flowpaths results in less dissolved oxygen and indicates 
a longer residence time and a deeper karst aquifer (Gordon 1998). On contrary, the degree of karstifi-
cation is generally assumed to decrease with depth (Milanović 2004; Goldscheider and Drew 2007). 
However, this is not always the case in folded rocks (Goldscheider and Drew 2007) and never in geo-
thermal karst (Goldscheider et al. 2010) and karst based on sulfuric acid (Hose 2013). But, the region 
of interest is a karst system based on biogenic CO2 from the soil zone. The higher dissolved oxygen 
concentration (Tab. 1) and variation thereof observed in Gullan spring (lower KI, class-III)  is refer-
ring to a shallow karst aquifer and short flow path (Fig. 4), while the lower concentration and variation 
in Sarwchawa water (higher KI, class-IV) refers to a deeper pathway (circulation) and a longer resi-
dence time. In karst aquifers magnesium is dissolved more slowly than calcium; the former can be 
used as a tracer for residence time (Batiot et al. 2003; Goldscheider and Drew 2007).  In homogeneous 
aquifers (concerning lithology and structure), higher Mg2+ levels are indicators for a longer residence 
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time and more hydrogeochemical evolution (Moral et al. 2008). The highest change in Mg2+ concen-
tration (∆Mg = 6.9 mg/l) was recorded at the Sarwchawa spring, indicating a longer residence time 
(long flowpath) here than elsewhere in the study area (Tab. 4 and Fig. 4). 

Regarding the flow regime, the conduit flow is predominate in Sarwchawa spring (higher KI class), 
which characterized by the direct response of Q, SpC, T and pH to recharge, and it exhibits higher Ca 
and SO4

2- content and variations. In contrast, diffuse flow predominates in lower magnitude KI classes 
(I, II and III), whose springs are characterized by a delayed response to recharge in terms of tempera-
ture and they exhibits lower Ca2+ and SO4

2- concentrations (Fig. 4). 

Karst systems can be recharged via concentrated or diffuse (dispersed) recharge (Gunn 1983; Smart 
and Hobbs 1986). These processes in turn may exhibit either recharge through outcropping karst or 
through non-karstified rocks (Field, 2002; Taylor and Green, 2008). The distinction between these 
types of recharge is important because their relative proportions significantly affect spring discharge 
and hydrochemistry (Ford and Williams, 2007). The type of recharge, groundwater flowpath, strati-
graphic relationships and openings of each of the studied karst aquifers are illustrated in Fig. 4. In the 
case of the Shkarta spring (class-I), the source of water seems to be diffuse recharge from the marly 
limestone of the Shiranish aquitard (Fig. 4). This assumption is based on the spring’s distinctive Q, 
temperature, Mg2+, SO4

2- and isotopic signatures compared with those of the other studied springs. The 
recharged water in class-III springs flows through well - connected bedding and fault fissures and 
moderately mature conduits. In case of Sarwchawa spring (class-IV), the recharged water takes a 
longer path compared to the other springs. 

  

Tab. 5: Classification of Karst springs depending on KI 

KI Class Level of Karstifi-

cation 

Spring 1Hydrochemistry  2Flow Type 3Depth of 

Karst 

4Maturity of 

karst 

≤10 I Poorly karstified 

spring 

Shkarta Medium ∆Mg, 

∆SO4 and ∆Sr 

Diffuse flow Shallow Non-karst 

11-20 II Slightly karstifi-

ed spring 

Bla Low ∆Mg, ∆SO4 

and ∆Sr 

Diffuse flow Moderate Young karst 

21-50 III Moderately 

karstified spring 

Betwata, Zewa, 

Chewa, Qala 

Saida & Gullan 

Low ∆Mg, ∆SO4 

and ∆Sr 

Mixed 

diffuse and 

conduit flow 

Moderate Young to 

mature karst 

51-70 IV Well karstified 

spring 

Sarwchawa High ∆Mg, ∆SO4 

and ∆Sr 

Developed 

conduit flow 

Deep 

karst 

Mature karst 

KI = karst index (%); Units of hydrochemical criteria are in mg/l; ∆ = maximum-minimum value in mg/l; 1 = from the 

studied springs; 2= from the interpretation of hydrochemical data of the studied springs; 3 = from dissolved oxygen con-

centration and variation (∆DO); 4 = Modified from Klimchouk classification (2004) and field observations, geology and 

the interpretation of hydrochemical data of the studied springs 
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Fig. 4: Idealized conceptual karst model based on KI classification  

 

3.3.1 Validation of KI 

 

In order to validate the KI classification, well-known karst springs over the world were selected for the 

purpose of comparison with the present studied springs ( 

Tab. 6). The springs are (from low to high degree of karstification) Marbella spring (Spain), Gal-

lusquelle spring (Germany), Berghan spring (Iran), Beaver spring (USA) and Cheddar spring (Eng-

land). The required values for KI validation cases were extracted from the corresponding values of 

Qmax and Qmin in hydro-chemographs of the springs. In addition to geographic distribution, different 

criteria were used for choosing the springs, like: karst morphology and geology, hydro-chemograph 

pattern and type of flow. The KI of Marbella spring (8.2) refers to a poorly karstified spring (class-I), 

which is consistence with the findings of López-Chicano et al. (2001) for the spring (low karstification 

degree). The karstification in Gallusquelle spring (Germany) and Berghan spring (Iran) is described as 

moderate by Heinz et al. (2009) and Raeisi and Karami (1997), respectively. The calculated KI for 

Gallusquelle and Berghan springs (28.3 and 32) refers to moderately karstified karst (class-III), which 

is in agreement with the conclusions of the previous authors based on different techniques. In case of 

Beaver (Vesper and White 2003) and Cheddar springs (Atkinson 1977), they assumed to be well 

karstified karst, which is more or less the same, as KI class-IV (well karstified). From the previous 

justification it can be concluded that the KI classification is valid for assessment of karstification. This 

classification was adapted for the studied springs and springs used for the validation, but it could be 

not valid for other springs. Because any classification has it is limitation and could not be generalized 

to include all springs and karst aquifers, especially when we deal with the case of karstification, which 

is sensitive and controlled by different factors. 
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4 Conclusions 

 

The results of this study demonstrate that hydrogeochemical behavior of karst springs characterizes its 
karst system along with flow and hydrodynamic behavior. Brief conclusions on the most finding of the 
present work are as follow:   

• A classification of karst springs can be performed by linking the hydrodynamic and hydrogeo-

chemical data of springs.  

• The ratio of minimum to maximum discharge of springs correlate with corresponding hydrogeo-

chemical data and can be used to calculate a karst index (KI).  

 

Tab. 6: Validation of KI using springs world-wide  

Spring Location Karst descripti-

on 

Parameters used for KI calculation KI KI class 

1Marbella Spain Low karstifica-

tion, carbonate 

Qmax= 230, Qmin = 15, SpCQmax= 

550, SpCQmin = 700, SO4Qmax= 61, 

SO4Qmin = 76  

8.2 Poorly karstified 

2Gallusquelle Germany Moderately 

karstification, 

carbonate 

Qmax = 1150, Qmin = 250, SpCQmax = 

515, SpCQmin = 550, NaQmax= 6.5, 

NaQmin = 10  

28.3 Moderatly karstifi-

ed 

3Berghan Iran Moderately 

karstification, 

carbonate 

Qmax = 1.4, Qmin = 0.4, SpCQmax = 

250, SpCQmin = 255, HCO3Qmax= 

137, HCO3Qmin = 171  

32 Moderatly karstifi-

ed 

4Beaver USA Flashy, karstifi-

ed  

*Qmax = 120, *Qmin = 43, SpCQmax = 

340, SpCQmin = 460,CaQmax = 47, 

CaQmin = 72  

51.7 well karstified 

5Cheddar England Flashy, karstifi-

ed  

Qmax = 4100, Qmin = 1900, 

**HQmax= 223, ** HQmin = 247  

51.3 well karstified 

1= López-Chicano et al. (2001); 2= Heinz et al. 2009; 3= Raeisi and Karami (1997); 4= Vesper and White (2003); 

5= Atkinson (1977); Qmax = maximum discharge in l/s; Qmin = minimum discharge in l/s; SpCQmax = specific con-

ductance at maximum discharge in µS/cm; SpCQmin = specific conductance at minimum discharge in µS/cm; 

SO4Qmax = sulfate at maximum discharge; SO4Qmin = sulfate at minimum discharge; NaQmax= sodium at maximum 

discharge; NaQmin = sodium at minimum discharge; HCO3Qmax = hydrogen carbonate at maximum discharge; 

HCO3Qmin = hydrogen carbonate at minimum discharge; CaQmax = calcium at maximum discharge; CaQmin calcium 

at maximum discharge; *Qmax and *Qmin = are represented by stage elevation in meter in Beaver spring; **H= 

Hardness; HQmax= Hardness at maximum discharge; HQmin = Hardness at minimum discharge; concentrations are in 

mg/l 

 

• For some springs, however, hydrogeochemical characteristics have a greater influence on the KI 

values than their discharge.  

• In case of application of KI classification for other springs, it is not necessary to use the same hy-

drogeochemical parameters used in this study. According to our tests the KI can be calculated 

from two or three of the available hydrogeochemical parameters.  

• The chemograph patterns of the springs represent a descriptive tool for KI classification. 

• Classification of karst springs with KI facilitates the characterization of aquifers with respect to 

residence times, aquifer depths, flow regimes and recharge. 
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Appendix 1: The physio-chemical, flow and isotopic characteristics of the karst springs 

 

Springs & Code Date  pH Eh (mV) SpC (µS/cm) DO (mg/l) Water T (°C) Air T (°C) Flow (l/s) δD (‰) 

Sarwchawa (1) 15.09.2011 7.3 434.4 570 6.49 18.7 30.5 2370 -39.91 

  

  

  

  

  

06.12.2011 7.6 414.4 516 NA 16 10 2990 -40.02 

26.04.2012 7.1 384.1 482 6.45 12 14 4630 -39.18 

04.06.2012 7.4 372.3 506 NA 17 28 3100 -39.2 

05.09.2012 7.3 381.8 568 6.49 16 23 2910 -39.81 

11.11.2012 7.3 342.6 664 NA 11 11 3400 -43.39 

Shkarta (2) 15.09.2011 7.4 430.6 406 7.36 23.4 32.5 0.2 -32.33 

  

  

  

  

  

06.12.2011 7.8 396.3 411 NA 19 21 0.75 -32.35 

26.04.2012 7.1 378 443 6.37 16 16 1.1 -32.7 

04.06.2012 7.3 384.1 432 NA 20 29 0.5 -31.9 

05.09.2012 7.4 375.3 448 7.36 20 26 0.1 -32.43 

11.11.2012 7.3 335 583 NA 6 18 0.17 -35.57 

Betwata (3) 15.09.2011 7.7 432.6 391 8.46 16.4 32 18.8 -40.95 

  

  

  

  

  

06.12.2011 7.8 383.8 380 NA 11 17 28.9 -40.42 

26.04.2012 7.2 378.5 391 7.17 10 19 25.3 -40.39 

04.06.2012 7.5 403.8 420 NA 15 31 59.3 -40.92 

05.09.2012 7.9 359.7 407 8.46 19 28 20.4 -40.56 

11.11.2012 7.3 336.9 831 NA 9 14 28.5 -43.87 

Zewa (4) 15.09.2011 8.4 415.5 316 8.34 15.2 20 61.4 -43.57 

  

  

  

  

  

06.12.2011 8.1 388.1 306 NA 12 11 112.8 -42.79 

26.04.2012 7.3 375.8 296 6.7 8 16 142.1 -43.14 

04.06.2012 7.6 334.2 310 NA 14.5 31 165.8 -44.03 

05.09.2012 7.8 365.8 344 8.34 12 22 48 -43.59 

11.11.2012 7.3 323.8 350 NA 8 13 124 -45.93 

Chewa (5) 15.09.2011 7.28 442 535 5.9 19 32 101 -40.26 

  

  

  

  

  

06.12.2011 7.8 378 444 NA 12 22 125 -39.57 

26.04.2012 7.2 384.7 522 6.05 8 27 149.9 -41.84 

04.06.2012 7.3 408.1 530 NA 16 35 332.5 -40.38 

05.09.2012 7.3 379.4 467 5.9 19 26 112 -40.7 

11.11.2012 7.3 358.4 1117 NA 11 19 141 -43.75 

Bla (6) 15.09.2011 7.4 478.4 510 7.64 15.5 28 393.3 -41.57 

  

  

  

  

  

06.12.2011 7.8 368 396 NA 13 10 336.2 -41.42 

26.04.2012 7.2 388.9 438 6.47 8 18 638 -40.2 

04.06.2012 7.4 424.6 495 NA 14 25 875 -41.79 

05.09.2012 7.4 373.5 495 7.64 10 27 126 -42.08 

11.11.2012 7.2 350.6 599 NA 8 12 331.8 -44.71 

Qala Saida (7) 15.09.2011 7.6 445.7 458 8.15 16 34 1.5 -40.64 

  

  

  

  

  

06.12.2011 7.8 359.9 422 NA 14 5 3.6 -39.55 

26.04.2012 7.3 386.8 383 6.43 9 19 6.8 -37.9 

04.06.2012 7.6 357.1 518 NA 16 31 1.6 -39.28 

05.09.2012 7.6 374.9 430 8.15 17 27 1.8 -38.95 

11.11.2012 7.3 360.8 722 NA 13 13 2.7 -41.62 

Gullan (8) 15.09.2011 8.2 432.4 299 8.5 14.1 26 45 -42.64 

  

  

  

  

  

06.12.2011 8 359.9 291 NA 9 3.5 27.4 -41.32 

26.04.2012 7.3 384.6 265 6.13 8 12 63.5 -41.1 

04.06.2012 7.6 371 360 NA 8 17 87.6 -41.79 

05.09.2012 7.8 365 320 8.5 10 21 39 -41.81 

11.11.2012 7.3 323.2 328 NA 8 11 41 -45.02 

Eh = oxidation reduction potential; SpC = Electrical conductivity; T = temperature; DO = dissolved oxygen; Flow = discharge of the springs; NA = not 
available; The DO is measured only 3 times; The field parameters were measured onsite and isotopes in Lab by means of LGR liquid–water isotope 
analyzer; Spring codes can be used to trace the locations of the springs in Fig.1 
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Appendix 2: The hydrogeochemical characteristics of the karst springs 

 

Springs & 
Code 

Date Na+ K+ Ca2+ Mg2+ Cl- SO4
2- HCO3

- F- Si Sr P Li E% 

Concentrations in mg/L 

Sarwchawa(1) 15.09.2011 2.39 0.85 87.5 23.9 3.5 81.8 286.2 0.17 4.9 0.85 0.015 0.0025 -1 

  

  

  

  

  

06.12.2011 2.39 0.80 78.0 22 2.4 73.2 275 0.07 4.7 0.88 0.017 0.0030 1 

26.04.2012 2.32 0.71 77.3 17 3.4 39 265.7 0.13 4.9 0.44 0.019 0.0028 0 

04.06.2012 2.51 0.78 72.2 20.9 2.1 59.7 270 0.09 4.6 0.67 0.008 0.0034 0 

05.09.2012 2.32 0.70 91.7 21.8 2.4 86.6 298.9 0.19 4.3 0.82 0.010 0.0033 -1 

11.11.2012 2.53 0.78 49.9 23.4 2 82.2 280 0.11 4.5 0.85 0.007 0.0036 -1 

Shkarta(2) 15.09.2011 3.59 1.75 65.8 10.3 4.8 21.9 213.7 0.10 9.4 0.34 0.032 0.0009 -1 

  

  

  

  

  

06.12.2011 4.57 1.84 64.8 10.4 9.2 21 230 0.06 8.9 0.31 0.014 0.0013 0 

26.04.2012 4.24 2.27 73.8 10.3 8.7 21.8 253.9 0.14 9.1 0.30 0.040 0.0013 -4 

04.06.2012 3.96 1.82 48.2 9.8 4.9 17.4 240 0.07 8.5 0.29 0.011 0.0012 -1 

05.09.2012 3.92 1.48 71.1 9.6 6.6 21.8 216.6 0.10 8.5 0.30 0.030 0.0012 0 

11.11.2012 5.89 1.88 75.3 13.7 15.5 40.4 235 0.08 8.8 0.44 0.013 0.0017 0 

Betwata(3) 15.09.2011 1.23 0.47 53.9 20.4 2.6 16.7 235.1 0.04 4.3 0.14 0.010 0.0007 1 

  

  

  

  

  

06.12.2011 1.29 0.50 52.7 18.5 1.4 11.2 242 0.06 3.9 0.12 0.006 0.0010 0 

26.04.2012 1.26 0.45 55.4 18.6 2 12.7 248 0.06 4.3 0.13 0.012 0.0010 -1 

04.06.2012 1.30 0.38 37.2 18.6 1.3 11.4 237 0.05 4.0 0.12 0.005 0.0010 -1 

05.09.2012 1.30 0.43 54.7 18.0 2 11 241 0.06 3.9 0.12 0.009 0.0009 -1 

11.11.2012 1.30 0.39 45.1 18.4 1.3 11.3 260 0.07 3.9 0.12 0.005 0.0009 0 

Zewa(4) 15.09.2011 0.93 0.47 42.9 15.5 2.1 13.9 187.6 0.04 2.9 0.13 0.007 0.0005 0 

  

  

  

  

  

06.12.2011 0.84 0.58 48.8 14.1 1.1 9 180 0.04 2.7 0.10 0.003 0.0007 1 

26.04.2012 0.79 0.45 45.6 12.9 1.5 10.2 189 0.04 3 0.10 0.015 0.0006 0 

04.06.2012 0.89 0.47 56.6 14.7 0.9 8.4 185 0.06 3.2 0.11 0.013 0.0007 1 

05.09.2012 0.94 0.94 47.3 13.6 1.6 9.3 183 0.05 2.8 0.11 0.010 0.0007 3 

11.11.2012 0.87 0.41 41.4 14.5 0.9 9.1 192 0.07 2.9 0.10 0.005 0.0007 -1 

Chewa(5) 15.09.2011 1.77 0.57 84.4 20.5 3 14.7 332.3 0.07 6 0.21 0.017 0.0013 1 

  

  

  

  

  

06.12.2011 1.92 0.55 43.3 18.8 1.8 9.7 341 0.06 5.4 0.17 0.008 0.0017 0 

26.04.2012 1.88 0.46 88.1 18.8 2.8 11.2 348.4 0.08 6 0.18 0.015 0.0017 0 

04.06.2012 2.03 0.66 46.9 19.5 1.9 9.7 338 0.06 5.7 0.18 0.008 0.0018 0 

05.09.2012 1.92 0.48 85.5 18.5 2.8 9.2 332.5 0.08 5.3 0.18 0.009 0.0017 1 

11.11.2012 1.94 0.52 43.7 19 1.8 9.8 350 0.11 5.5 0.17 0.008 0.0018 1 

Bla(6) 15.09.2011 1.53 0.74 74.6 22.6 3 16.9 318.5 0.05 4.3 0.18 0.016 0.0009 0 

  

  

  

  

  

06.12.2011 1.56 0.81 43.8 21.6 1.7 10.7 302 0.05 3.6 0.13 0.006 0.0011 0 

26.04.2012 1.37 0.52 69.5 17.1 2.3 13.5 289.3 0.05 3.5 0.11 0.014 0.0008 0 

04.06.2012 1.55 0.59 49.2 21.3 1.6 11.4 310 0.04 3.7 0.13 0.006 0.0011 1 

05.09.2012 1.51 0.56 75.1 21.8 2.1 10.7 314.2 0.06 3.7 0.15 0.012 0.0011 1 

11.11.2012 1.62 0.70 41.4 21.8 1.7 11.0 298 0.11 3.7 0.13 0.007 0.0011 0 

Qala Saida(7) 15.09.2011 1.33 0.43 66 22.2 2.8 15.9 286.2 0.04 3.5 0.09 0.007 0.0005 0 

  

  

  

  

  

06.12.2011 1.27 0.48 48.4 21.9 1.5 10.7 264 0.03 3.3 0.07 0.004 0.0008 -1 

26.04.2012 1.24 0.39 54.5 20.4 2.3 12.8 242.1 0.05 3.5 0.08 0.016 0.0009 -2 

04.06.2012 1.31 0.43 77.3 22.5 1.5 10.9 270 0.06 3.4 0.08 0.015 0.0010 -1 

05.09.2012 1.29 0.42 63 20.9 2.0 11.3 274.5 0.05 3.0 0.07 0.005 0.0009 0 

11.11.2012 1.47 0.35 47.2 21.6 1.6 11.0 269 0.08 3.2 0.07 0.006 0.0009 1 

Gullan(8) 15.09.2011 2.09 0.39 42.3 14.4 2.8 14.8 185.1 0.03 2.4 0.07 0.013 0.0004 -1 

  

  

  

  

  

06.12.2011 0.78 0.35 45.5 13.4 1 8.9 173 0.04 2.3 0.06 0.005 0.0006 -1 

26.04.2012 0.78 0.27 38.5 11.4 1.5 10.8 159.4 0.04 2.2 0.06 0.012 0.0006 0 

04.06.2012 0.72 0.27 43.9 12.4 0.9 9.2 165 0.02 2.1 0.06 0.003 0.0005 -1 

05.09.2012 0.88 0.27 41.4 12.5 1.4 8.9 170.8 0.05 2.1 0.06 0.012 0.0007 1 

11.11.2012 0.87 0.33 44.9 12.9 1 9.8 180 0.05 2.2 0.06 0.006 0.0006 -1 

E% = Anion cation balance calculated by PHREEQC; Na+, K+, Ca2+, Mg2+, F-, Cl- and SO4

2-were measured by Ion Chromatography (IC); HCO3

- measured by Titration; Si, P, Li and Sr 
measured by Inductively Coupled plasma – Mass Spectrophotometer (ICP-MS) ; Spring codes can be used to trace the locations of the springs in Fig.1 
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Appendix 3: Saturation indices of selected mineral in the karst springs 

 

Springs & Code Date PCO2 SICalcite SIDolomite SIGypsum SIFluorite SIHalite 

Sarwchawa(1) 15.09.2011 1.26 0.11 -0.09 -1.63 -2.42 -9.65 

  

  

  

  

  

06.12.2011 0.59 0.31 0.29 -1.70 -3.18 -9.80 

26.04.2012 1.70 -0.25 -1 -1.94 -2.56 -9.65 

04.06.2012 0.93 0.09 -0.12 -1.81 -3 -9.84 

05.09.2012 1.26 0.10 -0.19 -1.58 -2.26 -9.82 

11.11.2012 1.12 -0.24 -0.68 -1.80 -2.90 -9.84 

Shkarta(2) 15.09.2011 0.81 0.08 -0.32 -2.24 -2.99 -9.33 

  

  

  

  

  

06.12.2011 0.32 0.43 0.34 -2.26 -3.38 -8.93 

26.04.2012 1.70 -0.23 -1.10 -2.19 -2.54 -8.98 

04.06.2012 1.10 -0.15 -0.70 -2.44 -3.37 -9.26 

05.09.2012 0.78 0.06 -0.46 -2.21 -2.91 -9.15 

11.11.2012 0.89 -0.20 -1.11 -1.90 -2.89 -8.57 

Betwata(3) 15.09.2011 0.41 0.23 0.26 -2.43 -3.79 -10.04 

  

  

  

  

  

06.12.2011 0.31 0.25 0.19 -2.59 -3.36 -10.27 

26.04.2012 1.26 -0.33 -1.01 -2.52 -3.32 -10.14 

04.06.2012 0.65 -0.13 -0.36 -2.72 -3.71 -10.30 

05.09.2012 0.27 0.48 0.75 -2.61 -3.46 -10.14 

11.11.2012 1.05 -0.31 -0.90 -2.64 -3.25 -10.30 

Zewa(4) 15.09.2011 0.06 0.71 1.19 -2.57 -3.85 -10.24 

  

  

  

  

  

06.12.2011 0.12 0.42 0.46 -2.69 -3.73 -10.56 

26.04.2012 0.76 -0.44 -1.35 -2.65 -3.69 -10.46 

04.06.2012 0.39 0.03 -0.32 -2.68 -3.36 -10.63 

05.09.2012 0.24 0.12 -0.15 -2.69 -3.55 -10.34 

11.11.2012 0.76 -0.47 -1.32 -2.74 -3.25 -10.62 

Chewa(5) 15.09.2011 1.55 0.16 -0.01 -2.36 -3.18 -9.84 

  

  

  

  

  

06.12.2011 0.44 0.32 0.44 -2.75 -3.47 -10.00 

26.04.2012 1.78 0.04 -0.42 -2.44 -2.95 -9.83 

04.06.2012 1.45 -0.08 -0.32 -2.73 -3.49 -9.96 

05.09.2012 1.48 0.19 -0.01 -2.55 -3.05 -9.84 

11.11.2012 1.41 -0.17 -0.57 -2.73 -2.92 -9.99 

Bla(6) 15.09.2011 1.07 0.17 0.03 -2.33 -3.47 -9.90 

  

  

  

  

  

06.12.2011 0.40 0.29 0.45 -2.70 -3.64 -10.11 

26.04.2012 1.41 -0.21 -0.94 -2.41 -3.36 -10.03 

04.06.2012 1.05 -0.03 -0.23 -2.64 -3.80 -10.15 

05.09.2012 1.00 0.08 -0.25 -2.50 -3.22 -10.03 

11.11.2012 1.48 -0.41 -1.01 -2.69 -2.89 -10.09 

Qala Saida(7) 15.09.2011 0.62 0.28 0.31 -2.40 -3.71 -9.99 

  

  

  

  

  

06.12.2011 0.35 0.29 0.44 -2.66 -4.05 -10.26 

26.04.2012 0.95 -0.26 -0.85 -2.52 -3.47 -10.08 

04.06.2012 0.58 0.32 0.33 -2.50 -3.30 -10.25 

05.09.2012 0.59 0.26 0.29 -2.56 -3.55 -10.13 

11.11.2012 1.12 -0.22 -0.60 -2.66 -3.19 -10.17 

Gullan(8) 15.09.2011 0.10 0.49 0.72 -2.54 -4.08 -9.77 

  

  

  

  

  

06.12.2011 0.14 0.23 0.04 -2.71 -3.71 -10.61 

26.04.2012 0.63 -0.58 -1.60 -2.67 -3.75 -10.44 

04.06.2012 0.33 -0.21 -0.89 -2.70 -4.30 -10.70 

05.09.2012 0.22 0.01 -0.38 -2.74 -3.66 -10.42 

11.11.2012 0.72 -0.47 -1.39 -2.67 -3.50 -10.57 

PCO2 = Partial pressure of CO2 (Vol%); SI = Saturation index of minerals; The data was calculated with PHREEQC; Spring codes can be used 
to trace the locations of the springs in Fig.1 
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Appendix 4: Extra parameters used for the karst springs classification 

 

Spring &Code Sarwchawa(1) Shkarta(2) Betwata(3) Zewa(4) Chewa(5) Bla(6) Qala Sai-
da(7) 

Gullan(8) 

Qmin/Qmax 0.51 0.09 0.32 0.29 0.3 0.14 0.22 0.31 

NaQmin/NaQmax 1.03 0.92 0.95 1.06 0.87 0.97 1.07 1.09 

kiNa 0.53 0.08 0.3 0.31 0.27 0.14 0.24 0.34 

CaQmin/CaQmax 1.13 0.96 1.45 0.84 1.8 1.53 1.21 1.04 

kiCa 0.58 0.09 0.46 0.24 0.55 0.22 0.27 0.32 

MgQmin/MgQmax 1.41 0.93 1.1 0.93 1.05 1.02 1.09 1.08 

kiMg 0.72 0.08 0.35 0.27 0.32 0.15 0.24 0.34 

SO4Qmin/SO4Qmax 2.1 1 1.46 1.1 1.51 0.94 1.24 0.97 

kiSO4 1.07 0.09 0.46 0.32 0.46 0.13 0.27 0.3 

SiQmin/SiQmax 1 0.94 1.06 0.89 1.05 0.99 0.99 1.07 

kiSI 0.51 0.09 0.34 0.26 0.32 0.14 0.22 0.33 

SrQmin/SrQmax 1.93 1 1.2 1.02 1.16 1.12 1.13 1.1 

kiSr 0.99 0.09 0.38 0.29 0.35 0.16 0.25 0.34 

LiQmin/LiQmax 0.89 0.92 0.71 0.96 0.71 0.95 0.56 1.26 

kiLi 0.46 0.08 0.22 0.28 0.22 0.14 0.12 0.39 

PCO2Qmin/PCO2Qmax 1.08 1.19 1.09 1.09 0.99 1.01 1.1 1.15 

kilogPCO2 0.55 0.11 0.35 0.32 0.3 0.15 0.24 0.36 

SIgyp.Qmin/SIgyp.Qmax 0.84 1.01 0.89 1 0.86 0.95 0.95 1 

kiSIgyp. 0.43 0.09 0.28 0.29 0.26 0.14 0.21 0.31 

SIfluo.Qmin/SIfluo.Qmax 0.94 1.15 1.02 1.06 0.91 0.85 1.07 0.86 

kiSIfluo. 0.48 0.1 0.32 0.31 0.28 0.12 0.24 0.27 

SIhal.Qmin/SIhal.Qmax 1 1.02 0.97 0.97 0.99 0.99 0.99 0.99 

kiSIhal. 0.51 0.09 0.31 0.28 0.3 0.14 0.22 0.31 

KI 62 9 34.3 28.8 33 14.8 23 32.8 

Qmin/Qmax = ratio between minimum and maximum discharge of the spring; iQmin = Value of specific water parameter corresponding to the minimum 
discharge rate; iQmax = Value of specific water parameter corresponding to the maximum discharge rate; ki = Ratio of minimum to maximum flow multiplied 
by their corresponding values for a specific parameter (i); PCO2 = Partial pressure of CO2; SI = Saturation index of minerals; KI = Karst index (%); Spring 
codes can be used to trace the locations of the springs in Fig.1 
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Abstract: The objective of this study is to enhance the quality of the 3 arc-second SRTM v2 elevation 
model by integrating Ground Control Points (GCPs), Lidar data of the Geoscience Laser Altimeter 
System (GLAS), and regional spatial information using the drainage enforcement algorithm 
(ANUDEM). The algorithm is also used to promote the tracing efficiency of hydrological drainage 
network in Al Qweek valley. Despite the effect of vegetation and urbanization, Digital Elevation 
Models (DEMs) render detailed three-dimensional replication of the earth surface derived by topo-
graphic survey or satellite observations. These models are being used in many applications of geology, 
geomorphological sciences, hydrogeology, hydrology and natural water resource management in the 
last decades. Nowadays and after the accelerating technological revolution, ground elevation data at 
different resolutions are provided for free or by paying Government institutions, research centers, and 
enterprises. Delineation of hydrological drainage pattern is one of DEMs applications, and it is the key 
challenge facing researchers in the field of the geographic information system (GIS) and hydrology, 
particularly in flat terrains. Therefore, high resolution DEMs are usually required to indicate small 
changes on the terrain surface. Therefore, DEM enhancement is carried out in the study region in the 
southern part of Aleppo basin, which is characterized by a flat topography and a semi-arid environ-
ment. The validity of the enhanced DEM is statistically investigated using different approaches, in-
cluding histogram and regression analyses, dataset variation, and profile lines statistics considering 
SRTM90, DLR SRTM30, commercial NEXTmap World30 and the GeoEye-1 high-resolution eleva-
tion data. The results show a good convergence between the enhanced DEM and World30 datasets in 
flat areas of Al Qweek valley, with elevation difference ranges from 1–2 m and an average standard 
deviation SD= 1.68 m. The calculated residual mean squared error (RMSE) in the enhanced data var-
ies from 0.67 to 2.10 m with respect to topographic and CLAS GCPs, respectively, while RMSE = 
1.44 m between the enhanced DEM and the GeoEye-1 elevation model. The results also show signifi-
cant improvement in tracing performance of the drainage network in the region and reveal the lowest 
horizontal displacement (0.5–25 m) from the actual drainage lines in comparison with other DEMs. 

 

Keywords   DEM, flat topography, drainage pattern, ANUDEM, GCP, ICEsat GLAS, DEM enhancement 
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1 Introduction 

 

Topography is a very important factor that controls water flow and surface hydrological processes 
within watersheds, such as infiltration, surface runoff, erosion and drainage network formation. Water-
shed delineation provides spatial and geometric information about drainage, channel length, and sub-
catchments (Garbrecht and Martz 2000). Within the last three decades, methods have been developed 
to automatically derive this information from digital elevation data, using different GIS and commer-
cial software. Thus, digital elevation models (DEMs) have been widely used in hydrological modeling 
and surface analysis, including watershed processing in flat regions (Al-Muqdadi and Merkel 2011), 
soil and landslide hazard (Claessens et al. 2005; Chaubey et al. 2005).  

Hydrological processing using digital elevation models (DEMs) is a challenging issue in areas of flat 
terrain (Garbrecht and Martz 1997; Martz and Garbrecht 1998; Gallant and Dowling 2003). Various 
methods are available today to process DEM data automatically for drainage pattern extraction as well 
as watersheds delineation and topographic parameterization. These methods simulate surface flow and 
drainage direction to define different hydrological parameters of a basin, which is relatively difficult in 
depressions and flat landscapes (Martz and Garbrecht 1998). Hence, methods and algorithms have 
been established to process DEMs, and enhance elevation data for better and more precise representa-
tion of the earth’s geomorphology and drainage networks, particularly in flat topography. One method 
to improve the hydrologic correctness is known as DEM reconditioning, using linear feature correction 
(i.e. known stream line), which warps the raw DEM and adjusts the generated drainage network to be 
consistent with stream position (Callow et al. 2007). The Sink/depression filling technique of digital 
elevation data is another often used procedure in flat regions, where uncorrected DEMs can contain 
gaps in the horizontal resolution, or anomalies in the elevation cells in the original raster data owing to 
errors in interpolation and limitation of the DEM resolution (Maidment 2002). Therefore, inadequate 
vertical resolution is one of the sources for errors in the delineation of hydrological features in flat 
regions (Garbrecht and Martz 1997). Since flow direction and flow accumulation are the most im-
portant concepts in hydrological processing, many algorithms have been also developed to gather hy-
drographic information from DEMs. The most common method to extract flow direction from a digital 
elevation model is the D8, or as known as the single-flow direction method (SFD), which tracks flow 
direction towards from each pixel to the steepest one of eight neighboring pixels (Jenson and 
Domingue 1988). A more sophisticated robust method tracing the flow is known as D- ∞ algorithms 
proposed by Tarboton (1997). Flow direction in D-∞ is defined as the steepest downward slope on 
eight triangular facets centered at each grid point, where the flow direction angle is determined as the 
angle in radians counter-clockwise from east, as a continuous quantity between 0 and 2π (Tarboton 
2002). This method is also called multiple-flow direction (MDF), and allows continuous flow angles 
and flow portioning between one or two neighboring pixels (Rivix 2004). New promising approaches 
that can be used in flat terrain are the I/O-efficient Soille’s algorithm (Soille et al. 2003) and the Pri-
ority First Search (PFS) method integrated into the TerraHidro program (Rosim et al. 2013). 

DEM data are commonly available in a raster format at different resolutions, and vary from one source 
to another. As mentioned above, the accuracy of elevation data enables a better simulation of a real 
hydrological model, and has significant effects on the precise determination of watershed spatial com-
ponents (Wu et al. 2008; Callow et al. 2007). A variety of methods have been developed to enhance 
digital elevation models by integrating high- resolution satellite imagery (GeoEye-1 and Quickbird 
imagery) for the purpose of geomorphological mapping of karst landforms (Siart et al. 2009), residual 
relief separation (Hiller and Smith 2008), and/ or satellite radar data (SAR, Geosat and ERS-1) in 
topographical modeling (Ekholm 1996; Moreira et al. 2004). Unfortunately, these methods are rela-
tively expensive (commercial input data) and require longtime of subsequent processing and interpre-
tation. On the other hand, finished interpolated high accuracy DEMs are usually for commercial use 
and could be so expensive, particularly for large extended areas. In this study, the drainage enforce-
ment algorithm (ANUDEM) was used to enhance the horizontal and vertical resolution of the SRTM 
90 digital elevation model in the southern parts of the Al Qweek Valley, by integrating several types 
of spatial data (ground control points GCPs, contour maps and GLAS data) to derive a more realistic 
surface drainage pattern than that provided by other available DEMs at same grid resolution. 
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2 Study area 

 

The new method was applied in a case study area lying in the northern part of Syria, forming the 
southern part of Aleppo basin (Fig.1). The region of interest has an area of 711.2 km2, and character-
ized by an arid and semi-arid climate with mean annual precipitation ranging from 240 mm, near 
Aleppo in the north, to 350 mm in Tel Hadya in the southwest. The aridity index according to UNEP 
(1997) is 0.25. The study area is also characterized by a flat topography, particularly in the southern 
parts close to the Al Qweek River outlet (Al Seha marsh), which covers a wide area of Al Matah de-
pression to the south. 

 

 

Fig. 1: Location of the case study area shows the natural terrain, land cover and main rivers of the 

northern parts of Syria provided by ESRI maps server (left), and 3 arc-seconds digital elevation 

model USGS SRTM v2 

 

The calculated slope ranges from 0.1–2° in the Al Qweek valley, and 3–10° in the elevated terrain in 
the northern and eastern parts of the area (Jebel Simon and Jebel Al Hass; Fig.2). Soils are generally 
dominated by chromic luvisols, according to the Food and Agriculture Organization FAO classifica-
tion (FAO 1974). The average soil thickness ranges from 1m in the north to more than 1.5 m in the 
south (Jenson and Domingue 1988; Aguilar et al. 2013; Abo and Merkel 2014). Neogene limestone is 
the most prominent rock formation in the region, and crops out on moderately sloped terrain (Jebel 
Simon and Tel Hadya). Basalt flows dominate in the east (Jebel Al Hass), while quaternary deposits 
(loam, pebbles and conglomerates sediments) fill the internal parts, Al Qweek terraces, and Al Matah 
depression. The Al Bredeh fault crosses the southern part of study area in a SE-NW direction. This 
region is intensively cultivated, which is accompanied by an increased irrigated area from distributed 
arterial canals and the Al Qweek River. Wheat, barley, and legumes are the dominant crops in the 
region. The increased population in the region in the last two decades, water scarcity as well as the 
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industrial and agricultural activity led to significant decrease in the groundwater level (Luijendijk and 
Bruggeman 2008). This raises many questions about water resources sustainability in the future. 

 

 

Fig. 2: Slope map of the study area based on SRTM 90 m digital elevation model 

 

3 Materials and methods 

3.1 Datasets 

3.1.1 GeoEye-1 imagery 

 

GeoEye -1 is commercial very high-resolution satellite image (DigitalGlobe, Inc.), launched in 6th 
September, 2008. Today, GeoEye-1 imagery has the highest geometric resolution at its nadir with 0.41 
m and 1.65 m for panchromatic (PAN) and multispectral images (MSI), respectively. In this study, 
two GeoEye-1 Geo class images provided by DigitalGlobe were used. The images deliver 100% over-
lap and cover a small portion of the southern parts of the study area (31.8 Km2). GeoEye-1 Geo prod-
ucts are map-projected and rectified to a specific datum and area projection system (GeoEye 2009). 
The data was shipped with rational polynomial coefficient files (RPCs) of the sensor camera model 
and metadata files. The characteristics of the used GeoEye-1 imagery are shown in the Table 1.  DEM 
extraction of GeoEye-1 images was carried out using OrthoEngine package of PC Geomatica v10.2 
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software. The model computed using 13 ground control points (GCPs) distributed within projected 
area (Fig.3). The geo-coded digital surface model (DSM) generated at 2 x 2m grid resolution. The 
final DSM was converted into digital terrain model (DTM) using the DSM2DTM algorithm with ad-
justed horizontal tile size to 100m. The horizontal and vertical error of the generated DEM were calcu-
lated based on the difference in the three-dimensional object space positions (X, Y, Z) between the 
ground control points (GCPs) and their intersections with the DEM grid. For that, all datasets were 
resampled to a 2 x 2m cell dimension, in order to replicate the GeoEye-1 DEM grid resolution. More-
over, the elevation data of the GeoEye-1 based DEM were converted into elevation points that repre-
sent the average elevation value of each pixel-center of the generated DEM. After that, 500 points 
were selected randomly and compared with other used elevation datasets. 

 

Tab. 1:    Characteristics of panchromatic and multispectral images from GeoEye-1 Geo production line 

 

ID /Product line 001/ GeoEye-1 Geo 002/ GeoEye-1 Geo 

Aquisition date-Time 23/07/2010 - 08:07 GMT 20/08/2010 - 08:27 GMT 

Processing level Std geometrically corrected Std geometrically corrected 

Seneor Name GeoEye-1 GeoEye-1 

Image Type PAN/MSI PAN/MSI 

Projection UTM zone 37 UTM zone 37 

Datum WGS84 WGS84 

Pixel size 0.5m 0.5m 

Cloud cover 0 0 

Scan direction reverse reverse 

Sun azimuth 123.548 143.517 

Sun elevation 64.865 62.176 

Nominal collection azimuth 102.48° 254.93° 

Nominal collection Elevation 67.08° 72.06° 

Acquired Nominal GSD (PAN-corss scan) 0.45m 0.43m 

Acquired Nominal GSD (PAN-along scan) 0.47m 0.44m 

Acquired Nominal GSD (MSI-cross scan) 1.8m 1.72m 

Acquired Nominal GSD (MSI-cross scan) 1.91m  1.77m 
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Fig. 3: GeoEye-1 overlap area shows the location of ground control points GCPs 

 

3.1.2 Digital elevation data  

 

The Shuttle Radar Topography Mission (SRTM v2) elevation dataset of 3-arcsecond resolution (90 m 
x 90 m) was used as block elevation data of the enhancement approach. The dataset was provided by 
the USGS ftp server (http://dds.cr.usgs.gov/srtm/). The Shuttle radar SRTM data is generally derived 
from C-band radar (Hensley et al. 2000). A C-band system of synthetic aperture radars (5.6 cm; C-
RADAR) was used to generate contiguous mapping coverage of the earth’s surface (Farr et al. 2007). 
However, SRTM data coverage is on a near-global scale from 56°S to 60°N. These data were validat-
ed on continental scales through comparison with nearly 9.4 million collected kinematic GPS/GCP 
ground control points worldwide. The average vertical absolute error over Eurasia was reported by 6.6 
m with 90% confidence, which meets the mission objectives (Rodriguez et al. 2005). In addition to the 
C-band SRTM, X-SAR/ SRTM and NEXTmap World 30 digital elevation models were used in this 
study as reference elevation data in the validation model. X-SAR/ SRTM data is derived primarily 
using X-band (3.1 cm) single polarization (vertical send and receive), supplied by the German Aero-
space Center (DLR) and the Italian Space Agency (ASI) in the shuttle radar mission. The dataset co-
vers approximately 80% of the land surface between 56°S and 60°N, with an estimated horizontal 
absolute accuracy of <15m and <10 for the vertical absolute accuracy (Keydel et al. 2000). X-SAR/ 
SRTM has 1 arc-second raster resolution (30 m x 30 m) provided by the DLR EOWEB server 
(http://eoweb.dlr.de:8080/index.html), and was used in comparison after applying Earth Gravitational 
Geoid Model EGM96 correction, in order to convert X-band elevation values from WGS84 ellipsoid 
heights to heights above the WGS84 (EGM96) geoid, by means of offset information of DLR metada-
ta (Walker et al. 2007). Furthermore, the NEXTmap World 30 commercial digital elevation data was 
used. They comprise a merged data model, using corrected public input data. The data were provided 
by the InterMap Technologies server (http://www.intermap.com/en-us/databases/world30.aspx). The 
World 30 elevation model also provides unified, best available surface elevation data with a 30 m x 30 
m resolution, which was proposed as one of the most accurate global terrain products, covering the 
whole of the earth’s surface area. In fact, it is a result of a combination of different input DEM (SRTM 
90 v2.1, ASTER 30 v2.0, ICESat LiDAR points and GTOPO30 DSM). The vertical accuracy of these 
data was improved by using sophisticated vertical correction, filling all voids and removing all non-
ground anomalies. The reported vertical adjustments ranges from -5 to +10 m, with an estimated mean 
error of 4 m (Intermap 2013). However, the final vertical accuracy over the Middle East ranges be-
tween 2.5 and 4.9 m, as shown in the map derived from over 87 million global GCPs. NEXTmap 
World 30 data were validated though automated elevation comparison, using ICESat LiDAR ground 
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control points, which provided a vertical accuracy of 25 centimeters residual mean squared error 
(RMSE). 

 

3.1.3 Spatial and ground observation data  

 

Generally, ground control points (GCPs) are defined as points on the ground surface that have known 
coordinates and elevation (Schowengerdt 2006). These can be derived from topographic surveys, high-
accuracy differential GPS workstations, and aero-triangulation. An alternative source of GCPs is the 
topographic maps. Yet, collecting ground control points from topographic maps can be problematic, 
owing to errors resulting from the geometric transformation, and depends, in particular, on the map’s 
scale (Smhh and Atkinson 2001; Foody 2002). In this study, vertical and horizontal correction of 
DEM was carried out using two groups of ground control points GCPs (Fig. 4): 18 ground control 
points were digitized from the 1:50,000 topographic maps, and 215 control points were derived from 
the Geoscience Laser Altimeter System GLAS06 L1B and GLAS14 v33 global elevation data on 
board ICEsat (Ice, Cloud and land Elevation Satellite), which is the only source of public satellite LI-
DAR data available at present (Schutz et al. 2005; Ferreira et al. 2011). GLAS integrates a laser sys-
tem to measure distance, and a global position system (GPS) and altitude determination unit provides 
~70 m spot diameter and ~170 m measurements interval along the earth’s surface (Pirotti 2010). Ow-
ing to mission objectives and repartitioning of the discrete observation transect, GLAS provides in-
complete data coverage (Fig.5). The estimated horizontal error in ICESat data using integrated residu-
al analysis error of ocean returns, was 2.4 ± 7.3 m, and vertical error of 0.04 ± 0.13 m standard devia-
tion per degree of incidence angle (Carabajal and Harding 2005; GeoEye 2009). Fortunately, the data 
provided by ICEsat partially intersect with the north and northeastern parts of the study area. In addi-
tion to the ground controlling points, a precise digitized drainage line of the Al Qweek River was inte-
grated into the DEM processing. The digitization was performed using high-resolution satellite image-
ry with the help of the professional version of Google Earth, and GeoEye-1 high-resolution imagery 
(0.5 m panchromatic). 
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Fig. 4: The location of ground control points (GCPs; green triangles) within study area. The two red 

lines represent the GLAS06 control point tracks 

 

 

Fig. 5: The coverage of GLAS14 land elevation data displayed using IDL visualizer developed by ICE-

SAT/GLAS Science Computing Facility & NASA/Goddard Space Flight Center. Res lines rep-

resent the data transects where only one of them crossing the study area. 
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3.2 Enhancement approach and extraction of hydrological pattern 

 

After collecting the required data, post-possessing of raw DEM was performed, by integrating the 
elevation dataset of the raw raster SRTM90, topographic ground control points, GLAS LiDAR data, 
digitized river and the boundary area, using ArcGIS v10 topo-to-raster processing tools (Table 2). The 
topo-to-raster interpolation method is based on the ANUDEM algorithm developed by Michael 
Hutchinson (Hutchinson 1988). 

 

Tab. 2: Input datasets used in the enhancement approach 

Raw Data Type Feature Class Source 

SRTM90 v2 Digital elevation model Points, contour lines USGS 

GLAS GCPs Ground control points Points ICEsat GLAS06, 14 

Topo GCPs Ground control points Points 1:50000 topographic map 

Stream River Line Digitization 

AOI Boundary area Polygon Digitization 

 

ANUDEM is a specifically designed program for the creation of hydrologically correct digital eleva-
tion models, that ensures a connected drainage structure and correct representation of ridges and 
streams from input contour data. The interpolation algorithm of ANUDEM is described by Hutchinson 
(Hutchinson 1989, 2000; Tarboton 1997). Figure 6, presents a flowchart of the major steps of DEM 
correction, using the ANUDEM algorithm (Rivix 2004). First, the SRTM90 dataset was converted into 
vector points, representing the absolute elevation value of each raster pixel. Moreover, 10m contours 
(isolines) were generated by using a surface-contouring tool included in the spatial analysis package of 
ArcGIS, based on the SRTM90. As mentioned above, the contour lines are used for the correct repre-
sentation of surface topography (steep areas, ridges and valleys), as well as the drainage pattern. Min-
imum and maximum elevations for the raster interpolation were adjusted, based on topographic maps 
and the information provided by raw SRTM elevation data, while the output cell size of interpolated 
raster was adjusted to 30m using the offered option in the ANUDEM. Finally, the enhanced DEM of 
30 m x 30 m resolution was generated by integrating all those data and interpolating them into the new 
digital elevation model (Fig.7). In order to check the results quality and validity of enhanced DEM, 
different statistical approaches were applied, including histogram analysis, regression analysis, dataset 
variation and profile line statistics. The analysis also included estimation of the resulting error among 
the generated elevation model and SRTM90, SRTM30, commercial World30 and GeoEye based DTM 
data. This was achieved by using an elevation comparison of the intersected 1,000 randomly selected 
points from the enhanced data with other datasets, by using Hawth’s tools’ extension (Beyer 2004). 
All data were compared to GeoEye 2m resolution DEM within the overlap area. The vertical absolute 
error between the ground control points (topographic and GLAS GCPs) and different used DEMs was 
calculated using the following equation: 

 

����� = �����	
��
���	���� − �	
��
���	��������                                                                            (1)  

where GRIDCODE DEM represents the elevation of each raster cell in the enhanced DEM, while 
GRIDCODE DEMref is the corresponding elevation value in the reference DEM. On the other hand, 
the flow direction and drainage network for various used DEMs was extracted using the commonly 
used D8 algorithm integrated into ArcHydro Tools v10.2 (Maidment 2002). This algorithm with au-
tomatically filling depressions and fixed stream threshold of 1500 cells was suggested as a standard 
method for tracing drainage networks of the enhanced data and compares them with other datasets 
(SRTM90, World30 and GeoEye-1). 



Freiberg Online Geoscience Vol 39, 2015 

34 

 

Fig. 6: Major steps used in ANUDEM algorithm in the DEM interpolation (Yang et al. 2005) 

 

 

 

Fig. 7: Flowchart representing the main performed steps in the DEM enhancement approaches 
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4 Results and discussion 

4.1 Error estimation 

 

Results show an obvious convergence between the enhanced DEM and World30 dataset, particularly 
in the region of flat topography (Al Qweek Valley), while the SRTM 30 in contrast shows relatively 
higher abnormal elevations and noise values over the whole study area. The average residual between 
the enhanced DEM and the SRTM30 ranges from 5–10 m in the flat areas and up to 30 m in the north 
(hilly lands). This can be explained by ellipsoid/ geoid conversion under different terrain conditions 
(Walker et al. 2007), as shown in the topographic profiles of enhanced data in comparison with 
SRTM30, SRTM90 and World30 datasets (Fig.8).  

 

 

Fig. 8: A comparison between the reference DEM dataset and the enhanced DEM along the N-S eleva-

tion profile  

 

The results also show lower noise in the DEM after enhancement in comparison to X-band SRTM30 
and other used data over flat terrains in the region (Al Matah depression in the south). Table 3 presents 
the main statistical information along created profiles. However, the histograms of error frequency 
also show a vertical difference in elevation ranges from 2.5–4 m between the enhanced DEM and raw 
SRTM30, and about 1–2 m for the World30 data, with an average standard deviation of σ= 1.68 m 
(Fig.9). The higher differences in elevation seems to be more pronounced in the low elevated lands, 
while less significant difference are observed in the areas with averaged elevation above 390 m. On 
the other hand, the enhanced data show more accurate replication of the topographic surface and 
GCPs’ intersection points in comparison with other DEMs. The vertical RMSE of the enhanced data is 
estimated to be 2.10 m and 0.67 m at the 95% confidence level in comparison to topographic and 
GLAS GCPs, respectively, while it between 0.58 m and 4.03 m for the SRTM30, and between 6.02 
and 2.67 for the World30 data. Figure 10 compares the elevation frequency of ground control points 
(topographic and GLAS GCPs) with SRTM30, World30 and enhanced DEM data. It shows significant 
similarity in distribution between the enhanced DEM and both types of ground control points. 
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Tab. 3: Statistical data of elevation profiles 

Dataset 2D length 3D length Max 

Elv. 

Min 

Elv. 

Length 

uphill 

Length 

Downhill 

Avg. Slope 

uphill 

Avg. Slope 

downhill 

Max Slope up-

hill 

Max Slope 

downhill 

SRTM30 29032.55 29057.63 408.98 251.03 12009.30 16848.32 1.72 1.72 8.53 10.20 

SRTM90 29032.55 29049.35 402.00 251.00 8838.06 13211.29 1.50 1.63 7.41 10.20 

World30 29032.55 29048.77 411.59 248.97 12206.68 16742.09 1.09 1.29 9.37 10.08 

En. DEM 29032.55 29043.84 402.29 250.92 11336.06 17707.78 0.91 1.04 5.44 8.32 

 

 

Fig. 9: The histograms of error frequency distribution shows relatively low error values between the enhanced DEM and World30 commercial data in comparison to 

the raw SRTM90 and X-band SRTM30
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Fig. 10:  Comparison between topographic/GLAS GCPs and enhanced/used DEMs 

 

The standardized skewness values are within the range +2 to -2, which indicates normally distributed 

data and vice versa of GLAS GCPs (Table 4). The results of the error frequency also indicate that the 

enhanced DEM and World30 are relatively more homogeneous to the extracted DEM from GeoEye-1 

imagery, with an RMSE of 1.44 and 3.05m, respectively. On the other hand the SRTM90 data provide 

more accurate elevation data (RMSE = 3.86 m) in comparison to the DLR SRTM30 dataset in the 

region with RMSE of 4.80 m (Fig.11). 

 

4.2 Regression analysis 

 

Regression analysis was performed between the different elevation datasets. The output shows the 

results of fitting a linear model, and describes the relationship between GLAS/ Topo GCPs and en-

hanced DEM, as well as raw and reference DEMs (Fig.12). The R
2
 statistic indicates that the model as 

fitted explains 96.855% of the variability in GLAS GCPs for the enhanced DEM with a mean absolute 

error (MAE) of 3.77 m, and correlation coefficient equals 0.984. 
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Fig. 11: Error frequency histogram for GeoEye-1 DEM in comparison to the different elevation dataset   

 

 

Fig. 12: Linear regression between GLAS GCPs and DEM data 
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The results also show an R
2
 of 99.770 % between enhanced data and the topographic derived GCPs, 

with mean absolute error of 2.70 m. Since the P-value in the ANOVA table is less than 0.05 for all 

used data, a statistically significant relationship exists between both types GCPs and DEMs at the 

95.0% confidence level. Table 4 shows the results derived from the regression analysis. The interpo-

lated elevation model (enhanced DEM) seems to be the more accurate model that can reveal commer-

cial data of the same resolution. Furthermore, the visual comparison shows better morphological rep-

resentation of the topographic surface, reflected by better quality data of the enhanced elevation data 

in comparison to the SRTM90, as shown in Figure 13. Simple regression analysis between all eleva-

tion datasets and the high resolution DEM (2m GeoEye-1 DEM) shows average residuals of 0.772 m, 

and standard deviation of 0.93 m for the enhanced DEM, and 1.797 m with standard deviation of 3.03 

m for the NextMap World 30 dataset at the 95.0% confidence level. Moreover, the standard deviation 

of the residual ranges from 1.44 to 2.37 m for the SRTM90 and SRTM30 datasets, respectively. 

 

Tab. 4: Statistical comparison approach between the ground control points and DEM data 

Summary statistics Topo GCPs Enhanced DEM DLR SRTM30 InterMap World30 

Avg 355.444 352.996 254.859 349.423 

Std. dev 83.363 83.581 84.735 84.158 

Coeff. of variation (%) 23.453 23.677 23.878 24.084 

Min 257 256.42 256.02 251.2 

Max 531 529.61 533.07 525.77 

Std. Skewness 1.438 1.523 1.467 1.438 

Interval of mean (conf. 95%) 355.44 ±41.4 352.99 ±41.5 354.85 ±42.1 349.42 ±41.8 

Medians 336.5 334.6 336 329.94 

Summary statistics GLAS GCPs Enhanced DEM DLR SRTM30 InterMap World30 

Avg 382.445 381.916 386.483 379.766 

Std. Dev 29.206 31.718 31.983 30.926 

Coeff. of variation (%) 7.636 8.305 8.275 8.143 

Min 350.95 346.68 348.01 342.59 

Max 470.38 482.66 491.08 474.25 

Std. skewness 8.206 8.294 8.535 7.185 

Interval of mean (conf. 95%) 382.44 ±4.4 381.91 ±4.8 386.48 ±4.8 379.76 ±4.6 

Medians 373.3 370.9 375.04 368.79 

 

4.3 Hydrological pattern  

 

Hydrological processing of drainage network indicates considerable variation in the automatically 

tracked flow direction, particularly for the SRTM90 and SRTM30 datasets, while better results were 

achieved by using the World30 DEM, which provides relatively closer results to those, obtained using 

the enhanced DEM (Fig.14). It is quite clear that the enhancement of the SRTM90 dataset, using the 

ANUDEM algorithm, improved the performance of the tracing flow network significantly over flat 

terrain. It is quite clear that the enhancement of the SRTM90 dataset, using the ANUDEM algorithm, 

improved the performance of the tracing flow network significantly over flat terrain. This is shown in 

the reasonably replication of the digitized flow line of the Al Qweek River. The results also show a 
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horizontal shift in the traced drainage pattern for SRTM30 and World30 datasets, ranging from 5–50 

m in the highland (Aleppo hill) and up to 50 m in the flat region (Al Matah depression). 

 

 

Fig. 13: Visual comparison between the five types of DEM in the flat area, in the southern part of region 

 

 

Fig. 14: Sample comparison of the delineated drainage network within the area of interest at a threshold 

of 1500 cells shows the trace for the Al Qweek River after data enhancement (red line) 
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In contrast, the delineated drainage lines extracted from enhanced DEM provide a better representation 

of the actual drainage line of the Al Qweek River, with horizontal displacement of 0.5 to 25 m in both 

flat and highland topography. The results also indicate that both the high-resolution GeoEye-1 DEM 

(2 x 2 m DEM) and the enhanced digital elevation data can be used with confidence for the application 

of hydrological processing in the regions of flat terrain, providing more accurate replication of the 

topographic surface, as well as more realistic drainage networks, even by using traditional D8 flow-

direction algorithms. Figure 15 illustrates a horizontal cross-section through the Al Qweek River and 

shows the actual and calculated drainage location. A slight displacement from the actual drainage line 

of the Al Qweek River has been achieved using the 2 m high resolution DEM (GeoEye-1), which 

ranges from 0.5 to 5 m, while a higher shift value was indicated for the enhanced DEM at the same 

profile location, with a 15 m deviation from the actual drainage line of the Al Qweek River. No drain-

age lines were detected in the buffer range of the 60 m profile width for the other datasets. 

 

 

Fig. 14: Comparison cross-section of Al Qweek River for used and created DEMs, shows the location of 

actual (blue triangle) and extracted drainage of the river (red triangle) 

 

 

 

 

 

 

 



Freiberg Online Geoscience Vol 39, 2015 

42 

5 Conclusions 

 

The interpolation and assessment of a low-resolution digital elevation model, by integrating ground 

and satellite observation data, is essential to eliminate multiple sources of error that can potentially 

affect the accuracy of extracted spatial data, particularly in flat regions. DEM enhancement, using the 

ANUDEM approach, is a promising method to improve the quality of raw DEMs, which is expressed 

in more precise representation of flat topography and accurate spatial output. This study also shows 

that automatic tracing of the drainage network, by using available algorithms, is not an easy task in flat 

terrain, and is unfortunately, insufficient and can show a high shift value from the actual drainage 

path. 
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Abstract: With the increase in population and establishment of agricultural and industrial projects, the 
utilization of groundwater became more important for Kurdistan region. The increased demand for 
water in Kurdistan for different purposes has led to an increased consumption of groundwater from the 
aquifers. A three-dimensional finite-difference groundwater flow model using Visual MODFLOW 
was developed to investigate the change in hydrogeological conditions and to simulate the properties 
of the flow system under different stress scenarios for the unconfined aquifer of Harrir plain in Harrir 
basin and the semi-confined aquifer of Mirawa valley in Shaqlawa basin.  

The plain of Harrir contains two sedimentary formations of Pleistocene and Pliocene age. The aquifer 
is underlain by massive beds of claystone and sandstone of Miocene age. Mirawa valley consists of 
Pliocene and Miocene formations which were used as upper layer and Eocene formation as lower lay-
er for modeling. The two-layer model was calibrated under steady state conditions using hydraulic 
parameters obtained from observation and pumping wells. The calibrated model succeeds in producing 
groundwater head distribution in steady state and good accordance to observed data. The standard 
error was estimated as 1.06 m and 2.24 m, and the normalized root mean square error (NRMSE) are 
2.6 % and 2.46% for Harrir and Mirawa respectively. By increasing the pumping rate to 200% and 
400% for the pumping wells, the head decreased about 6 m and 18 m in Harrir plain, and about 1 m 
and 2 m in Mirawa valley respectively.   

 

Keywords: groundwater model, Visual MODFLOW, steady state, Kurdistan Region 

1 Introduction 

 

Numerical modeling is an important method for managing groundwater resources and predicting          
future responses for different aquifer systems and various formations. The modular finite-difference 
groundwater flow model (MODFLOW) is a program used for simulating groundwater flow systems 
(McDonald and Harbaugh 1988; Harbaugh and McDonald 1996). Direct approach of designing               
MODFLOW finite difference model is less intuitive, specifically for complex boundary conditions. 
Therefore, a MODFLOW model can be developed either using a grid or conceptual model approach 
(Sohrabi et al. 2013). A groundwater model is a mathematical representation of ground water systems 
and comprises suppositions and facilitation made for various specific purposes. It is developed for the 
analysis of hydrogeological processes of flow, transport, and transformation, and has many specific 
applications (Kumar 2013).  
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Groundwater models can be used to test different conceptual models and estimate hydraulic              
parameters. They can be used as well for water resource management and to predict how the aquifer 
might respond to changes in pumping, hydraulic properties and climate change (Yaouti et al. 2008). 

Groundwater in Shaqlawa-Harrir Basin represents a significant main water resource and an important 
source of fresh water; therefore it is important to study the groundwater systems in order to maintain 
this vital source and to get necessary information for studying flow system and hydraulic parameters 
of this area. The main objective of this article is to study the groundwater processes of the hydrogeo-
logical system of Harrir unconfined aquifer (porous aquifer) and Mirawa semi-confined aquifer (karst-
fractured aquifer); two of the most important groundwater resources for domestic and agricultural 
sectors in Kurdistan Region.  The model can be used to predict future groundwater flow conditions, 
estimate the hydraulic response of an aquifer, and to predict the pumping rate needed to monitor the 
well discharge; therefore it can be used to predict water availability and sustainability in the area. 

 

2 Materials and methods 

2.1 Description of the modeled area 

 

Shaqlawa-Harrir basin located in northeast of Erbil City, covers an area of about 1150 km2. Harrir 
plain located in center of Harrir basin lies between longitude (44⁰ 8' 2.4"; 44⁰ 26' 20.4") and latitude 
(36⁰ 36' 7.2"; 36⁰ 26' 31.2") bounded by Greater Zab River in north, Harrir anticline in east, and 
Khatibian mountain in southwest. Mirawa valley located in southeastern part of Shaqlawa basin lies 
between longitude (44⁰ 12' 28.8; 44⁰ 30' 18") and latitude (36⁰ 30' 25.2"; 36⁰ 17' 45.6") surrounded by 
Safin anticline in southwest, Shakrok anticline in west, Khatibian mountain in northwest (Fig. 1). The 
modeled area covers 181 km2 of Harrir basin and 92 km2 of Shaqlawa basin.   
 

2.2 Geological and hydrogeological setting  

 

The groundwater reservoir of Harrir plain consists of an unconfined aquifer characterized by the               
presence of Quaternary deposits (10 m thickness), the permeable Pliocene Bai Hassan and Muqdadeya 
formations (including thick sandstone, siltstone and conglomerate) and an impervious substratum of 
Fatha Formation of Miocene age which represent aquiclude (including sandstone, claystone, limestone 
and rare evaporite). Mirawa valley consists of semi-confined aquifer characterized by three layers; 
first layer comprises of Quaternary deposits and Muqdadeya formation, second layer consists of Injana 
and Fatha formations and third layer represent PilaSpi formation of Middle-Late Eocene age             
(including dolomitic limestone overlain by recrystallized and chalky limestone) which characterizes a 
fractured aquifer with a substratum of Gercus formation (including red mudstone, sandstone, shale and 
few conglomerate) of Eocene age (Fig. 2). 

 

2.3 Data collection 

 

The geological and hydrogeological input data for groundwater aquifers’ modeling include             
information on surface and subsurface geology water table, precipitation, evapotranspiration, pumped 
abstraction, stream flows, boundary condition, and hydraulic properties. Hydrogeological properties 
include geological formations, lithological descriptions and a topographic map with observation wells 
and boreholes location. Physical parameters include the aquifer thickness, hydraulic conductivity, 
recharge, specific yield, and pumping rates of wells. Thirteen observation wells with three pumping 
wells were used for Harrir plain modeling, and nine observation wells with five pumping wells were 
used for Mirawa valley modeling (Tabs. 1 & 2).  
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Fig. 1: Location map of Kurdistan Region, Shaqlawa-Harrir Basin, Harrir Plain and Mirawa Valley with 

digital terrain model showing the elevation of the study area, A-B for cross section.   

  

A 

B 



Freiberg Online Geoscience Vol 39, 2015 

48 

Fig. 2: Geological crosssection (A-B) of Shaqlawa-Harrir basin showing the formations and corresponding 

aquifers (adopted from Seeyan and Merkel 2014). 

 

Tab. 1: Observation wells used for modeling in Mirawa Valley, UTM (WGS-84) coordination system 

Well No. Well Name Easting Northing 
Elevation 

(m)  a.s.l 

Water table 

(m) a.s.l 

W-1 Bawyan 444936 4041578 651 466 

W-2 Barbian 429517 4053458 472 378 

W-3 Qandil 426356 4053458 360 335 

W-4 Qura Bag 423239 4051304 350 315 

W-5 Harash 426842 4049420 435 389 

W-6 Kani Khazal 428404 4048388 440 403 

W-7 Basermay Kon 443207 4038657 645 470 

W-8 Harir Extinguish 441106 4046032 600 450 

W-9 Badel-1 434237 4047114 445 410 

W-10 Baren-2 437737 4041614 514 435 

W-11 Kuba 429116 4046402 455 416 

W-12 Kebur 430723 4046385 450 418 

W-13 Chamasur 433337 4044484 520 424 
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Tab. 2: Observation wells used for modeling in Mirawa Valley, UTM (WGS-84) coordination system 

Well No. Well Name Easting Northing 
Elevation 

(m)  a.s.l 

Water table 

(m) a.s.l 

W-1 Sarkand Khaylani 432636 4037449 725 670 

W-2 Mawarani Kon 435948 4035378 796 718 

W-3 Mawaran 450222 4020810 1005 959 

W-4 Haji Bayz 439755 4030445 897 820 

W-5 Qarata Sor 441274 4029473 892 845 

W-6 Mirawa 442360 4032279 888 828 

W-7 Rasan Project 452088 4020409 1019 960 

W-8 Aqubani Khwaru-2 448617 4023034 981 948 

W-9 Aqubani khwaru-1 445167 4025534 985 925 

 

2.4 Hydraulic properties of the aquifers 

 

Physical properties of the aquifer can be estimated from single well test (Kruseman and de Ridder 
1994; Dellur 1999; Schaaf 2004). Hydraulic properties of the two modeled areas were obtained from 
the data of pumping test for three wells in Harrir plain and five wells in Mirawa valley by using the 
software Aquifer Test. The parameters obtained comprise transmissivity (T), hydraulic conductivity 
(K), specific yield (Sy) and storage coefficient (S). Theis and Numan methods were used to determine 
hydraulic conductivity, transmissivity, and Storage coefficient (Tab. 3). 

Water recharge and discharge from an aquifer represents a change in the storage volume in a confined 
aquifer by changing the pressure head. For unconfined aquifers the storage coefficient is simply ex-
pressed by the product of the volume of aquifer lying between the water table at the beginning and at 
the end of period of time and the average specific yield of the formation (Todd 2005). 

 

2.5 Specific yield 

 

The quantity of water that a unit volume of the aquifer will yield when drained by gravity is called its 
specific yield. The part of the water that is retained in the aquifer mass is held against water that a unit 
volume of aquifer retains when subjected to gravity drainage is called its fractions or percentages. The 
sum of the specific yield and specific retention equals the porosity of the aquifer. Specific yield is 
calculated by: 

 

�� =
Wy

V
																																																																																																																																																						(1) 

 

Where: Sy is specific yield, Wy is water spent size (m3), and V is the total volume (m3) 

The specific yield was calculated in the study area according to (Johnson 1955): 

 

�� =
Saturated	thickness	(b)

1000
																																																																																																															(2) 

 

Saturated thickness (m) determined by the geological profile of the wells (Figs. 3 a, b).  
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Tab. 3: Hydraulic parameters estimated from pumping test results according to Theis and Numan using 

the Aquifer Test program and specific yield according to Johnson for Harrir Plain and Mirawa 

Valley. 

Pumping  

Well No. 

Methods  

Theis Numan Johnson 

Hydraulic 

conductivi-

ty (K) m/d 

Transmissivi-

ty (T) m
2
/d 

Storage 

coeffi-

cient (S)   

Hydraulic 

conductivity 

(K) m/d 

Transmissiv-

ity (T) m
2
/d 

Storage 

coeffi-

cient (S)   

Specific 

Yield  

(Sy) % 

Harir P.W-1 0.0136 65.7 0.0021 0.0149 65.2 0.0025 0.08 

Harir P.W-2 0.0254 76.83 0.0049 0.0298 76.8 0.0081 0.085 

Harir P.W-3 0.0521 84.2 0.018 0.063 83.89 0.027 0.14 

Mirawa P.W-1 0.0134 13.4 0.00108 0.0156 13.4 0.00126 0.085 

Mirawa P.W-2 0.0245 307 0.00569 0.0301 312 0.00875 0.079 

Mirawa P.W-3 0.0842 1.19 0.02 0.089 1.19 0.031 0.069 

Mirawa P.W-4 0.2946 3.27 0.107 0.317 3.8 0.115 0.11 

Mirawa P.W-5 0.6402 99.5 0.5 0.7321 149 0.53 0.098 

 

2.6 Specific capacity 

 

Specific capacity is a measure of the productivity of a well and the value of discharge available for a 
unit drawdown. The specific capacity values are not constant for wells in unconfined aquifers, because 
an increase in drawdown at the same time decreases the water saturated thickness of the aquifer. 
(Fetter 1994) defined the specific capacity as the discharge of the well over drawdown: 

 

�� =
Q

S
																																																																																																																																																							(3) 

 

where Sc is specific capacity in m2/day, Q is rate of discharge (m3/day), and S is drawdown (m). 

According to (Al-Sawaf 1977) the specific capacity can be calculated using the formula:  

 

�� =
HQ

�TD − SWL�S
																																																																																																																			(4) 

 

where Sc is the specific capacity in m2/day, Q is rate of discharge (m3/day), H is saturated thickness 
(m), TD is total depth (m), SWL is static water level (m), and S is drawdown (m). 

The difference between the two methods is using saturated thickness in second method, which is less 
than the total depth penetrated by the well (Tab. 4).   
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Tab. 4: Specific capacity of the pumping wells in Harri and Mirawa according to Fetter and Al-Sawaf 

Well  No. H (m) SWL (m)  Q (m3/day)   S (m)  TD (m) Sc (Fetter) m2/day Sc (Al-Sawaf) m2/day 

Harir P.W-1 81 16.78 648 16 153 40.5 24.1 

Harir P.W-2 100 15 479.5 7 171 68.5 43.9 

Harir P.W-3 158 34 207.4 6 253 34.6 24.9 

Mirawa P.W-1 70 29 304.2 10 123 30.4 22.7 

Mirawa P.W-2 66 77 518.5 20 121 25.9 38. 9 

Mirawa P.W-3 42 10.5 298.1 70 145 4.3 1.3 

Mirawa P.W-4 110 110 207.4 45 216 4.6 4.8 

Mirawa P.W-5 98 52 583.3 7 107 83.3 148.5 

 

2.7 Recharge  

 

Recharge in the study area was calculated by three methods: water balance, water table fluctuation 
(WTF), and chloride mass balance (CMB). The average groundwater recharge value produced based 
on these three methods is 50.9, 114.5, and 87.4 mm/year respectively (Seeyan and Merkel 2015). The 
average recharge estimation of the three methods for the two modeled areas is 94.3 mm/year.  

 

2.8 Conceptual modeling 

 

The first step in groundwater modeling is to establish the modeling purpose and to formulate the          
conceptual view of the groundwater system. The adequacy of the groundwater system conceptual view 
dictates the resulting groundwater models’ performances. A conceptual model is a simplified                 
representation of reality with a focus on the geological and hydrogeological conditions. Construction 
of a conceptual model includes the definition of the basin boundaries, aquifers recharge, and discharge 
sources (Anderson and Woessner 1992).  

In Harrir plain, groundwater system is conceptualized as a single unconfined (porous) aquifer consist-
ing of two areas having different hydrogeological properties: the alluvial deposits and Tertiary               
formations (Bai Hassan and Muqdadeya Formation).  

Mirawa Valley is conceptualized as two hydrogeological layers of semi-confined (karst-fractured) 
aquifer: the upper layer is represented by quaternary (Alluvial deposits) and Tertiary (Bai Hassn, 
Muqdadeya, and Fatha) Formations, and the lower layer is represented by Eocene (PilaSpi) Formation.  
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Fig. 3a: Lithological profile of two pumping wells; Harrir P.W-3 and Mirawa P.W-4 (Fn.: Formation, 

A.D: Alluvial Deposits, P.W: Pumping well)  
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Fig. 3b: Lithological profile of the pumping wells in Harrir plain and Mirawa valley (Fn.: Formation, 

A.D: Alluvial Deposits, P.W: Pumping well) 

 

2.9 Numerical Model  

 

The finite-difference was designed with 100 x 100 m for each cell and 95 rows and 94 columns for 
Harrir plain and 90 rows and 84 columns for Mirawa valley.  

 

2.9.1 Boundary conditions 

 

Definition of proper boundary conditions is the most important step for constructing a groundwater 
model. Three types of boundary conditions (BC) were used for both models: 

First: no flow BC  

Second: River boundary conditions representing Greater Zab River, Harash River, and Mawaran    
River. The rivers setting are shown in Tab. 5. 
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The conductivity of the riverbed was assumed as 1.0E-6 m/s for Greater Zab and Harash Rivers, and 
1.0E-5 m/s for Mawaran River; this riverbed conductivity was assumed to be valid for the entire river.   

Third: at Harrir plain a first order (pressure head) boundary condition was set to 480 m in southeast-
ern part, and for Mirawa valley set to 940 m in southeastern part of the model area.  

Groundwater recharge for the uppermost shallow aquifer was defined as flow BC with 94.3 mm/year 
for the whole model area (Figs. 4 and 5).   

 

Tab. 5: Rivers’ boundary conditions for both model areas 

Rivers Model area 
Water Table 

(m) a.s.l 

River bed 

(m) a.s.l 

River bed thickness 

(m)  

Width of River 

(m)  

Greater Zab 
Start point in E part  350 345 4 10 

End point in W part 310 305 4 10 

Harash 
Start point in NW part  356 350 0.3 4 

End point in SE part 500 496 0.2 2 

Mawaran 
Start point in NW part  645.2 644.4 0.4 6 

End point in SE part 1060.5 1060 0.1 2 

 

 
 

Fig. 4: Harrir plain area, observation wells (brown-white point) with boundary conditions; rivers BC 

(blue line), first order (pressure head) BC (red line), and no flow BC (light green area) 

 

N 



Seeyan, S.; Merkel, B.:      Groundwater modeling for Shaqlawa-Harrir basins, Kurdistan Region, Iraq 

55 

 

 

Fig. 5: Mirawa valley area, observation wells (brown-white point) with boundary conditions; rivers BC 

(blue line), first order (pressure head) BC (red line), and no flow BC (light green area) 

 

2.9.2 Hydrodynamic characterization 

 

Estimation of the hydraulic conductivity and specific storage of the unconfined aquifer system of  
Harrir plain and semi-confined aquifer system of Mirawa valley were obtained from the analysis of 
pumping tests that were carried out in the boreholes in Harrir plain and Mirawa valley. The Neuman 
and Theis methods were applied to obtain the values of hydraulic conductivity, coefficient storage, and 
the ratio of horizontal and vertical hydraulic conductivity. The measured hydraulic conductivity values 
(Kv) in Harrir plain range from 1.57*10-7 to 6.03*10-7 m/s (with an average of 3.5*10-6 for Kx,y and 
3.5*10-7 for Kz), and for Mirawa valley ranges from 1.55*10-7  to 7.41*10-6 m/s (with an average value 
of 4.7*10-5 for Kx,y and 4.7*10-6 for Kz). The other parameters like total porosity, effective porosity, 
specific storage, and the specific yield were used as default parameters. 
 

 

 

 

 

 

 

N 
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3 Results and discussion 

3.1 Model calibration  

 

The average groundwater head observations in thirteen observation wells in Harrir plain and nine  
observation wells in Mirawa valley were compared to the simulated groundwater heads.  

The calibrations were performed manually by changing hydraulic conductivity with running the model 
several times using different hydraulic conductivities. The final hydraulic conductivity were used for 
calibration is 3.5*10-7 for Harrir plain model, and 4.7*10-6 for Mirawa valley model. Standard error for 
the model, normalized root mean square (NRMS), and correlation coefficient for both model was    
estimated (Tab. 6 and Fig. 6). 

 

Table 6: Statistics of calibration under steady state flow condition for both modeled area 

Parameters Harrir Plain Mirawa Valley 

Standard error of the estimate (m) 1.06 2.24 

Root mean square (m) 4.03 7.13 

Normalized RMS (%) 2.6 2.46 

Correlation coefficient 0.99 0.99 

Maximum residual (m) 8.3 at Well no. 4 -12.26  at Well no. 9 

Minimum Residual (m) -0.004 at Well no. 5 -1.62 at Well no. 1 

Residual mean (m) 1.68 -3.27 

Abs. residual mean (m) 3.02 6.48 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6: Comparison of measured and simulated groundwater heads (m a.s.l) under steady-state calibration 

flow; A- for Harrir plain and B- for Mirawa valley. 

 

A B 
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3.2 Model results 

 

Groundwater head simulation of Harrir plain shows that the equipotential head started from the highest 
level in the southeastern part at about 480 m a.s.l and decreasing to the center of the plain at about 
60 m a.s.l and then decreases to the Greater Zab river direction in northwest to an elevation of 80 m 
a.s.l. According to the shape and patterns of groundwater potentials, an important source of the 
groundwater input to the aquifer is from Harrir Mountain in the southeastern and Shakrok anticline in 
the southwestern part of the plain (Fig. 7).  

The contour lines clearly show that the Greater Zab River drains the shallow groundwater. In Mirawa 
valley, groundwater head starts from the southeastern part of the valley and decreases towards the 
northwest of the valley from 940 m to 640 m a.s.l. The most important groundwater input source to 
aquifer in Mirawa valley is Safin anticline and Pirmam Mountain in southwest, and Shakrok anticline 
in southeast (Fig. 8). On contrary to the Harrir plain aquifer for the Mirawa valley aquifer only a minor 
relationship between groundwater and the corresponding river can be seen, this could be either due to 
drainage system or because of groundwater pumping. The flow direction is from southeastern part to 
the Greater Zab River in northeastern part. 

 

   

Fig. 7: Groundwater head equipotential (black line) and flow directions (red arrows) in Harrir plain, con-

tour interval is 20 m, UTM WGS-84 coordination system. 

 

 

 

 

N 
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Fig. 8: Groundwater head equipotential (black line) and flow directions (red arrows) in Mirawa valley, 

contour interval is 40 m, UTM WGS-84 coordination system 

 

3.3 Model prediction 

 

The drawdown was calculated for the wells during increasing recharge rate from 94.3 mm/year to 
200% and 400% for both modeled areas under steady state flow condition; which shows that the 
drawdown increases toward the rivers and decreases towards the mountain (Figs. 9a and 9b). The head 
of pumping well was calculated by increasing pumping rate in the pumping wells to 200% and 400% 
for both modeled areas, which shows that the head decreases by increasing the pumping rate (Tab. 7 
and Fig. 10a and Fig. 10b). 

The decreasing of well head by increasing pumping rate is higher in Harrir plain due to the shallower 
water table in porous aquifer and because the wells penetrates quaternary and tertiary deposits while 
the wells in Mirawa valley penetrates PilaSpi formation in karst-fractured aquifer.   

 

 

 

 

N 
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4 Conclusions 

 

The present study provides the first interpretation of the regional-scale hydrogeological modeling of 
regional groundwater flow in the Shaqlawa-Harrir basin, Kurdistan region under steady conditions. 
Both calibrated models succeed in producing groundwater head distribution in steady state and the 
model show good agreement between observed and calculated water levels.  

 

Table 7: Head change in the pumping wells during increasing pumping rate to 200% and 400%  

Pumping Wells 

Discharge 

or Pumping 

rate (m
3
/d) 

Well head 

(m) a.s.l 

Increasing  pumping 

rate 

Well head in m after  

increasing  pumping  rate 

200% 400% 200% 400% 

Harrir P.W-1 518.4 367.3 1036.8 2073.6 362.2 351.5 

Harrir P.W-2 670 416.3 1340 2680 409.3 394.6 

Harrir P.W-3 846.7 464.5 1693.4 3386.8 458.7 446.7 

Mirawa P.W-1 345.6 669.7 691.2 1382.4 669.5 669.3 

Mirawa P.W-2 648 725 1296 2592 724.7 724.1 

Mirawa P.W-3 518.4 832.2 1036.8 2073.6 831.8 831.5 

Mirawa P.W-4 950.4 946.7 1900.8 3801.6 945.6 943.5 

Mirawa P.W-5 578.9 953.6 1157.8 2315.6 952.5 950.5 
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Fig. 10a: Drawdown differences by increasing recharge rate for Harrir plain, contour interval is 20 m for 

200% increased recharge and 30 m for 400% increased recharge.  
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Fig. 10b: Drawdown differences by increasing recharge rate for Mirawa valley, contour interval is 50 m 
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Fig. 11a: Head equipotential differences by increasing pumping rate in the pumping wells for Harrir 

plain, contour interval is 20 m 
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Fig. 11b: Head equipotential differences by increasing pumping rate in the pumping wells for Mirawa 

valley, contour interval is 50 m 
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Abstract: Spatial and temporal variation of actual evapotranspiration (ETa) is of vital importance for 
different applications, because it is considered a significant water loss from water systems. In this re-
search paper, the Two-Source Trapezoid Model for Evapotranspiration (TTME) and the Surface Ener-
gy Balance Algorithm for Land (SEBAL) were used to estimate the spatiotemporal ETa in the Titas 
upazila in Bangladesh. The Landsat Thematic Mapper (TM) and Enhanced Thematic Mapper plus 
(ETM+) satellite images and ground-based meteorological data were used for the calculations. Esti-
mating monthly ETa in both models was carried out using the evaporative fraction (Ʌ). Histogram 
analyses of ETa, ETa intercomparison and Class-A-Pan evaporation (Epan) measurements with the nor-
malized difference water index (NDWI) were used to check the performance of the TTME and SE-
BAL. The river showed the highest ETa within each satellite image in SEBAL and TTME as it 
resamples evaporation from the free water surface. ETa results of TTME and SEBAL over free water 
surface showed the same trend as the Epan. For TTME results, correlation was significant at 95% con-
fidence level and correlation coefficient r > 0.836 using Spearman and Pearson correlation tests on 
daily-daily, monthly-monthly, and long-term monthly mean-monthly basis. Correlation was also sig-
nificant for SEBAL with r > 0.69 and 95% significance level, with one exception for Pearson test on 
monthly-monthly basis. Moreover, the daily and monthly results of TTME were used to calculate the 
daily, monthly, and long-term monthly pan coefficient (kpan) which could be used to convert Epan 
measurements to actual free water surface evaporation in the study area. The results indicate a promis-
ing applicability of TTME with satellite data in the study area. 

  

Keywords: evapotranspiration; remote sensing; SEBAL; Bangladesh, Titas 
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1 Introduction 

 

In Bangladesh, groundwater represents the main source of freshwater being used for domestic and 
industrial uses beside irrigation. Agriculture is the most and largest producing sector in Bangladesh. 
Despite having mightily rivers and heavy precipitation, Bangladesh relies on groundwater to a high 
extent, and around 4.95 million tube wells are in use (Uddin and Kurosawa 2014). Irrigation, for in-
stance, takes place for half a year from shallow and deep wells (Shahid 2010). Therefore, this high and 
dense extent of groundwater abstraction might, as already expected, disturb the groundwater flow sys-
tem and lead to irreversible negative qualitative and quantitative effects on the groundwater. ETa is an 
important component of the global water cycle, which is considered the second largest flux term in the 
terrestrial hydrological cycle (Zhang et al. 2010; Yang and Shang 2013). On basin scale, ETa is the 
most important output as it represents the largest water loss from the system under consideration 
(Long et al. 2014), and 60% of annual precipitation is estimated globally to returns back to the atmos-
phere through terrestrial evapotranspiration (Oki and Kanae 2006). Therefore, this component (ETa) is 
not only a key parameter in determination of crop water requirements in various development stages, 
but also a vital factor in water resources management and in groundwater modeling. Moreover, ETa 
patterns can have a significant effect on recharge to groundwater, water table fluctuation, which in 
turn affects the flow system and contaminants transport (Johnson et al. 2003).Therefore, accurate es-
timation of ETa in time and space is of vital importance for the fields of hydrology, hydrogeology, and 
climate change. 

Different stuudies in Bangladesh were devoted to calculate reference evapotranspiration ETr and po-
tential evapotranspiration ETp. Mojid et al. (2015) used the United Nations Food and Agriculture Or-
ganization (FAO) Penman–Monteith method and the daily weather parameters for a period of 21 
years, and found a decreasing trend of ETo in most of the months, and variability over the months of 
the year in the climatic parameters causing the observed trend. Masud et al. (2011) compared seven 
traditional methods of calculating ETp in Bangladesh, and reported the applicability of the Blaney-
Criddle method in such regions. These methods donnot deliver information about ETa. However, they 
could be used in water balance to calculate ETa as a residual, where ETa is equal to ETp for water sur-
plus periods and equal to rainfall during the water deficit period. These simplifications, unfortunately, 
do not enable an accurate estimation of ETa over areas covering hundreds and sometimes thousands of 
square kilometers. ETa point measurements, on the other hand, are other alternatives. Hossen et al. 
(2012), for instance, used eddy covariance technique to study the surface energy partitioning and 
evapotranspiration in a double-rice cropping paddy field, and focused on both the rice-growing periods 
and the inter-cropping periods. They found that most of the radiant energy over irrigated and rain-fed 
double-cropping paddy field in Bangladesh during crop period and summer fallow period was con-
verted to latent heat, and reported an annual ETa of 997 mm. These ETa point measurements, unless 
dense enough, do not capture the spatial variability in ETa. Moreover, Bangladesh in general and the 
study area in particular are lacking such ETa point measurements. 

Remote sensing technology, in this regard, is an effective tool for monitoring spatial and temporal 
variation of ETa, especially in areas where this variation is more pronounced. With the increasing im-
agery resolution, different models have been developed for ETa esimation with the aid of ground data. 
These models differ in the way they treat the landscape, either as a mixture of soil and vegetation 
(one-source scheme) or independent sources of energy turbulent fluxes (two-source scheme) (Long 
and Singh 2012). Examples of these models are the Surface Energy Balance Algorithm for Land (SE-
BAL) (Bastiaanssen et al. 1998a; Bastiaanssen et al. 1998b), the Surface Energy Balance Index (SEBI) 
(Menenti and Choudhury 1993), the Simplified Surface Energy Balance Index (S-SEBI) (Roerink et 
al. 2000), the Surface Energy Balance System (SEBS) (Su 2002), the Mapping EvapoTranspiration at 
high Resolution with Internalized Calibration  (METRIC) (Allen et al. 2007a; Allen et al. 2007b), the 
the Moderate Resolution Imaging Spectroradiometer model for terrestrial evapotranspiration MODIS-
ET (Mu et al. 2011; Mu et al. 2007), the β approaches (Chehbouni et al. 1997), the Global Land sur-
face Evaporation: the Amsterdam Methodology (GLEAM) (Miralles et al. 2011), the Simplified Two 
Sources Energy Balance (STSEB) (Sánchez et al. 2008), the Two Sources Energy Balance model 
(TSEB) (Norman et al. 1995), the ReSET-Raster model (Elhaddad and Garcia 2011), the Two-source 
Trapezoid Model for Evapotranspiration (TTME) (Long and Singh 2012), and the Hybrid Dual-source 
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Scheme and Trapezoid Framework-based Evapotranspiration model (HTEM) (Yang and Shang 2013). 
Remotely sensed gross primary production GPP is another simple approach which is used with ecosys-
tem water use efficiency to invert ETa (Yang et al. 2013).  

Using satellite images with meteorological data, Shopan et al. (2013) calculated ETa of Boro rice dur-
ing the growing season using the SEBAL and the FAO recommended Penman-Monteith method for a 
northwest study area in Bangladesh. They used a time series of MODIS images and found that 
MODIS underestimates the ground based measurements with a mean absolute error of 0.67 mm/day. 
In comparison with Landsat (ETM+) it is found that Landsat overestimates ETa. This study is the the 
only one conducted in Bangladesh using sattelite data for ETa. Therefore, it is important to check the 
performance of a two-source model and compare it with a one-source model.  

In this study, the SEBAL and TTME models are used to map spatial and temporal changes of ETa in 
the Titas upazila using eight ETM+ and TM satellite images from different years to cover many 
months throughout the year. Moreover, meteorological ground data in the period 1998–20011 are used 
for this purpose. The results help in understanding the interannual and seasonal variability of ET in the 
study area. Section 2 presents an overview of the study area and the used data. The models formula-
tions are presented in Section 3, followed by the results and discussion in Section 4. The conclusions 
follow in Section 8. 

 

2 Data 

2.1 Study area 

 

Titas upazila is located in the eastern part of Bangladesh, south-east of the capital city Dhaka. It is 
under Comilla district, bounded by Homna Upazila on the north, Daudkandi Upazila on the south, 
Muradnagar Upazila on the east and Meghna Upazila on the west. Naturally, Titas bordered by Me-
ghna River on the west, Gumti River on the south and east, and Titas River on the south. All of the 
study area belongs to the Meghna river Basin (Figure 1). The region of interest (ROI) has a humid 
climate with distinct dry season. 

 

 

Fig. 1: Location map of the study area. Left: map of Bangladesh and its bordering countries, main rivers 

and Meghna river basin, Right: SRTM C-band CGIAR-CSI v4.1 digital elevation model DEM (90 m reso-
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lution) covering the study area in Titas Upazila showing the elevation range in meter above sea level 

(m.a.s.l.) and the rivers. Maps datum: World Geodetic System 1984 (WGS 84)  

The area is characterized by a flat topography with an elevation varying from 25 m.a.s.l. in the north-
east to -1 m.a.s.l in the south-west. The area of interest is approximately 107 km2 (Figure 1) with the 
geographic location 90o 40΄ E, 23o 31΄ N for its southwestern corner and 90o 52΄ E, 23o 52΄ N for its 
northeastern corner. The flat topography is modified to protect people and houses from flooding in the 
monsoon season. Agriculture is the main activity in the area and constitutes 42% of the occupations. 
The area is treble crop area, and paddy is the main crop, followed by jute, wheat, potato, mustard seed, 
and many other vegetables. Irrigation for agriculture in the area takes place in the dry months (Per and 
Post monsoon), which influences the hydrogeology of the area. 

The study area has a subtropical monsoon climate characterized by wide seasonal variations in rain-
fall, high temperatures and humidity. There are three distinct seasons in Bangladesh: a hot, humid 
summer from March to June; a cool, rainy monsoon season from June to October; and a cool, dry win-
ter from October to March. In general, maximum summer temperatures range between 27 °C and 29 
°C. January is the coldest month, when the average temperature in the study area is about 17 °C. 
Heavy rainfall is characteristic of Bangladesh, with the exception of the relatively dry western region 
of Rajshahi. The area receives at least 2197 mm of rainfall per year. Around 87% of annual rainfall 
happens from May to October, and about 23% of the total annual rainfall occurs in the month of July 
About 80 percent of Bangladesh's rain falls during the monsoon season. The long-term monthly mean 
precipitation, temperature and Epan in the study area are shown in Figure 2.  

 

Fig. 2: Monthly distributions of long-term monthly mean Epan mm/month, precipitation mm/month, tem-

perature 
o
C, and daily extraterrestrial solar radiation mm/day for the period 1998–2007.  
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2.2 Data preparation 

 

For estimating the ETa using the two algorithms, ETM+ and TM satellite images (Path 137 Rows 44) 
which cover different months of the year from different years are used. The basic features and the web 
source of the three satellite images used in this research are given in Table 1. The images were down-
loaded free of charge from the URL of the United State Geological Survey (USGS) Global Visualiza-
tion Viewer (GLOVIS). Unfortunately, it was impossible to get all the satellite images for all months 
from the same year or at least from two consequent years. This is due to either the availability of dense 
cloud cover (CC) (100% in some months) or the presence of the small CC exclusively over the study 
area (Figure 3).  

All the bands of the TM and ETM+ images were prepared for the processing steps by clipping them to 
the extent of the study area. Meteorological data were available on daily basis for the period (1998–
2007), and juast Epan were available for longer period (1998-2011). Therefore, required data for pro-
cessing satellite images aquired after 2007 were used as a long-term daily mean (for the same aquesi-
tion day) from the preceding years. 

 

Tab. 1: List of the freely available satellite images used in this study with their acquisition date, spatial 

resolution, and the full name. GLOVIS: the USGS Global Visualization Viewer 

 

 

Fig. 3: TM satellite images of the study area showing different CC; left: CC = 100% for image acquired on 

08.09.2009, right; CC = 4% for image acquired on 15.10.2005, and Clouds are shown as white dots. 

Acquisition date 

(dd/mm/yyyy) 

Image Full name Spatial resolution 

[m] 

URL 

Source 

11/01/2009 TM Landsat Thematic Mapper 30 GLOVIS 

15/02/2010 TM Landsat Thematic Mapper 30 GLOVIS 

24/03/2003 ETM+ Enhanced Thematic Mapper plus 30 GLOVIS 

03/04/2001 ETM+ Enhanced Thematic Mapper plus 30 GLOVIS 

02/05/2000 ETM+ Enhanced Thematic Mapper plus 30 GLOVIS 

31/10/2002 TM Enhanced Thematic Mapper plus 30 GLOVIS 

11/11/2009 TM Landsat Thematic Mapper 30 GLOVIS 

05/12/2006 TM Landsat Thematic Mapper 30 GLOVIS 
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3 Methodology 

3.1 Surface Energy Balance Algorithm for Land (SEBAL) 

 

As mentioned before, the study area is flat terrain and the assumptions of constant solar azimuth and 
solar elevation angles over the area of interest at the satellite overpass time in SEBAL are valid. 
Therefore, using “SEBAL Mountainous Model” is not required to correct for each pixel depending on 
the aspect and slope and variation in the incoming solar due to the effect of mountain shadow.  

ETr was estimated using CROPWAT 8 (United Nations Food and Agriculture Organization FAO, 
Water Resources, Development and Management Service, Rome, Italy) using the available meteoro-
logical data. The calculated monthly ETr was used in SEBAL for the determination of the instantane-
ous ETa at the “cold” pixels. The SEBAL model was described in detail by Bastiaanssen et al. (1998), 
Waters et al. (2002) and in many other following research papers. Briefly, SEBAL computes the latent 
heat flux (LE) from net surface radiation (Rn), soil heat flux (Go) and sensible heat flux to the air (H) 
as following:  

 

LE = R� − �H + G��  (1) 

 

The calculated LE is used to calculate the evaporative fraction (Ʌ), which is considered constant dur-
ing daytime hours (Crago 1996; Bastiaanssen 2000; Brutsaert and Sugita 1992), as following: 

 

Ʌ =
��

�����

  (2) 

This (Ʌ) could be upscaled to one day or longer as following (Bastiaanssen et al. 2002):  

 

ET�	 =

�	��	×���

ʎ��
	× 		Ʌ	R��		mm/day  (3) 

Satellite images are implemented in the calculations of Rn and Go, which requires the surface albedo 
(α), the Normalized Difference Vegetation Index (NDVI), and surface temperature in (T

s 

°C). All these 

parameters are calculated from the different bands of the satellite images. 

The H is estimated using the difference between aerodynamic surface temperature and the air tempera-
ture. SEBAL assumes a linear relationship between the Ts calculated at “hot” and “cold” pixels (ex-
treme pixels) and the air temperature difference (dT). It is assumed that H is equal to zero for the cold 
pixel and for hot pixels equal to “Rn – Go”. The most difficult point here is determining the cold and 
hot pixels, which is considered the major limitation of the SEBAL model (Wang et al. 2014). Here, the 
selection of these pixels is done according to the following criteria:  

• Cold Pixel Selection 

The histogram of the surface temperature is first analysed to remove the outliers caused by artifacts in 
the image, e.g. clouds, snow cover, and scan line errors (low temperature). The first percentile of the 
surface temperature is selected. Because the selected pixel should be vegetation and not a settlement or 
water body, using NDVI will ensure that the selected pixel is vegetation. The pixel with the highest 
NDVI from the selected surface temperature pixel is designated as wet pixel.  

• Hot Pixel Selection      
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The histogram of the surface temperature is first analysed to remove the outlier high temperature, and 
then the ninety fifth percentile of the surface temperature is selected. To select the high temperature 
pixels, NDVI and surface albedo indices are used. Low NDVI ensures the selection of non-vegetated 
pixel, while low surface albedo ensures that high reflecting surface (e.g. sand dunes, asphalt surface, 
metal surface, settlements) are not selected. Therefore, pixel with low NDVI and low surface albedo is 
selected as hot pixel. 

 

3.2 Two-source Trapezoid Model for Evapotranspiration (TTME) 

 

This model was developed by Long and Singh (2012) depending on the trapezoid framework (Figure 
4) proposed by Moran et al. (1994) and the soil surface moisture availability isopleths proposed by 
Carlson (2007). The full formulation of the model is presented in details in (Long and Singh 2012). 
The main difference between TTME and SEBAL is that TTME enables calculating evaporation and 
transpiration separately. Moreover, TTME does not depend on the availability of wet and dry pixels 
throughout the image. However, it depends on determining in iterative manner the shape (upper and 
low boundaries) of the vegetation cover (fc)–radiative surface temperature (Trad) space, and the concept 
of soil surface moisture availability isopleths superimposed on the space (Long and Singh 2012). The 
theoretical upper boundary condition of TTME is determined by solving for temperatures of the driest 
bare surface (Ts,max) and the driest fully vegetated surface (Tc,max) both implicit in radiation budget and 
energy balance equations.   

After finding the Ts,max and Tc,max, the Ʌ for the soil and vegetation is calculated according to the fol-
lowing equations: 

 

Ʌ� =
��,������

��,������

	.		
��,	

��

  (4) 

 

Ʌ� =
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,�����
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,������
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For a mixed surface (soil and vegetation), Ʌ is calculated as following: 

 

Ʌ = �f��
�
,�����


�
,������

	.		
�
,	

�
+ �1 − f��

��,������

��,������

	.		
��,	

�
  (6) 

Where, Ʌs and Ʌc: soil and vegetation evaporative fraction, respectively, Ts,max and Tc,max: temperatures 
of the driest bare surface and the driest fully vegetated surface, respectively, Q: available energy for 
each pixel (W m-2), Qs and Qc: components (for soil and vegetation) of available energy (W m-2), Qs,0 
and Qc,0: net radiation (W m-2) for the soil and vegetation, respectively, in which their respective tem-
perature is approximated by air temperature (Ta) in outgoing longwave radiation, fc: fractional vegeta-
tion cover which is calculated from the NDVI estimated from the bands of the satellite images. 
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Fig. 4: Left: the fc–Trad trapezoid space principle in TTME. Colored dots on the four corners of the trape-

zoid represent the critical points, yellow dot: driest bare surface where fc=0 and Trad=Ts,max, black dot: 

wettest bare surface where fc=0,Trad=Ts,min, pink dot: wettest fully vegetated surface where fc=1, 

Trad=Tc,min, and blue dot: driest fully vegetated surface where fc=1, Trad=Tc,max. The two bold continuous 

and dashed lines represent the warm (largest water stress) and cold (without water stress) edges, respec-

tively. Oblique straight lines between the two edges represent superimposed isopleths of soil moisture 

availability with increasing trend towards the cold edge. All the points on the same isopleth show the same 

soil surface and vegetation temperatures (Ts and Tc). Right: the fc–Trad density plot for the satellite image 

TM acquired on 05.12.2006. 

 

4 Results and Discussion 

 

As mentioned before, eight TM and ETM+ satellite images were used. The images do not belong to 
the same year due to the CC over the study area which is available almost all over the year and varia-
bly from year to year; therefore, it is impossible to find clean satellite images from the same year. The 
CC is almost 100% during the monsoon season especially from June to September (Figure 3), which 
means no images are available for processing for these four months. Using another satellite images as 
MODIS is not useful due to its coarse resolution (500 m) and the small extent of the study area.  

Eight-monthly ETa maps were prepared from the corresponding satellite images, following the proce-
dures of SEBAL and TTME. The calculated Ʌ for each satellite image was upscaled to monthly ETa. 
The resulting ETa images consist of 334110 pixels (resolution 30 m × 30 m). 

4.1 SEBAL and TTME Results 

 

The SEBAL and TTME models present different approachs for estimating ETa. However, they pre-
sented similar spatiotemporal veriation of ETa as inferred from figures 5 and 6. Figure 5 and Figure 6 
represent the monthly ETa in Titas area calculated with SEBAL and TTME, respectively, within eight 
months, namely January, February, March, April, May, October, November, and December. All the 
images within each model are set to the same color scale for easier visual comparison. The higher 
scale is for May which is 0-805 mm and 0-896 mm for SEBAL and TTME, respectively. 
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Fig. 5: Monthly ETa in Titas area calculated with SEBAL within the corresponding months (January, 

February, March, April, May, October, November, and December) referred to on each map. All the maps 

are set to the same color scale 

 

 

Fig. 6: Monthly ETa in Titas area calculated with TTME within the corresponding months (January, Feb-

ruary, March, April, May, October, November, and December) referred to on each map. All the maps are 

set to the same color scale 

 

All the maps of the two models, SEBAL and TTME, clearly indicate the spatiotemporal patterns of 
ETa for various land use classes that include agricultural crops, native vegetation, dry/barren land and 
water bodies including the river and streams. The channel of Meghna River is clearly seen in all the 
maps from January till December. This is logic as it represents the evaporation from a free water sur-
face. Four months (June, July, August, and September) are missing from the calculations due to the 
aforementioned dense CC. May shows the highest ETa as it marks the starting of the monsoon season 
when the temperature is high and heavy rainfall happens with the simultaneous stronger extraterrestri-
al solar radiation (Figure 2). In the following months, November, December, January, February, 
March and April; the spatial and temporal variability of ETa is big due to the active and variable agri-
culture activities where rice and jute are the main crops, and the different growing stages of the crops. 
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From the statistical investigation of the different months (Table 2), it is clear that the minimum ETa for 
all periods using SEBAL is zero, while it differs in case of TTME. Taking this point into account, 
TTME results seem more acceptable due to the fact that rainfall happens all over the year. Moreover, 
the study area represents a completely flat terrain (-1 – 25 m.a.s.l.), which means the magnitude of 
surface runoff is not so significant. In addition, there is no high infiltration capacity due to the availa-
bility of silt and clay, which means that ETa should take place at least for some months when humidity 
allows. Therefore, no chance is available for rainfall to rapidly infiltrate or leave the area as surface 
runoff, and this, in turn, explains the existence of nonzero minimum ETa (January, May, October, and 
December) in the case of TTME. Moreover, the range of standard deviation (SD) in the different 
months shows a high variability in ETa within and between the months. SD approaches its summit in 
May for both SEBAL and TTME with 133.8 mm and 119.35 mm, respectively. This high SD reflects 
a large amount of spatial variation of ETa in this month, which could be due to the high extent of het-
erogeneity in the area. In both models, SEBAL and TTME, the successively decreasing SD of ETa 
from October to January then increasing from January to May corresponds to the rainfall trend (Figure 
2), which represents the soil moisture trend as well. This could be explained by the fact that rainfall 
leads to an increase in the areas covered with settled water supported by the poorly drained soil and 
flat terrain, and the rest are the manmade elevated residence areas which show low values of ETa, 
leading at the end to a high SD. 

 

Tab. 2: Statistic results of the upscaled results of the SEBAL and TTME ETa 

Month 
Count 

Maximum 

(mm) 

Minimum 

(mm) 

Mean 

(mm) 

Standard deviation SD 

(mm) 
Sum (mm) 

SEBAL 

January 334110 344.9 0 158.1 54.43 52824217 

February 334110 447.9 0 173.4 64.8 57944797 

March 334110 438.3 0 130.9 45 43736458 

April 334110 531.6 0 125.6 56.3 41977134 

May 334110 805 0 398 133.8 132975178 

October 334110 441.9 0 187.6 57.11 62665974 

November 334110 343.4 0 135.3 59.4 45214493 

December 334110 265.7 0 100.7 38 33652964 

TTME 

January 334110 412 15 202 70.31 67510887 

February 334110 550 0 242.88 88 81148860 

March 334110 724.27 0 137.84 91.2 46051968 

April 334110 800 0 139.8 116.62 46708372 

May 334110 896 2 642.1 119.35 214534512 

October 334110 649.53 48.55 258.47 146.96 86355488 

November 334110 550 0 193.63 87.3 64693200 

December 334110 390 9 159.6 74.46 53322831 
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In Fig. 7 and Fig. 8, the histograms of the spatial patterns of monthly upscaled ETa generated by each 
model, show the frequency distribution of values within the modeling domain. There are noteworthy 
differences between the models, both in terms of magnitude and spatial distribution/pattern. For May, 
the frequency distribution of SEBAL ETa shows a bimodal separation of ETa patterns, which represent 
evaporation from two different high evaporative surfaces. The pike with lower frequency resamples 
the evaporation from free water surfaces, and pike with the higher frequency represents the mixed 
(vegetation cover and settled water). The same month for TTME ETa also shows a bimodal distribu-
tion with the two pikes closer to each other than the case of SEBAL, and with higher frequency for 
both pikes. Distribution difference is more pronounced between the two models for February and Oc-
tober. The distribution ETa peaks at different magnitudes and spread over different ranges. This differ-
ence in behavior could b due to the fact that SEBAL assumes a full or nearly full range in hydrologic 
conditions (e.g., H = 0 to H = Rn - Go) existed within the study area/scene (Choi et al. 2009). This 
forces an interpolation of H values over this entire range. The TTME scheme, however, does not make 
any assumption about hydrologic endpoints.  

 

 

Fig. 7: Frequency distribution of monthly ETa (mm) from SEBAL using the Landsat TM/ETM+ satellite 

images on months January, February, March, April, may, June, October, November, and December 
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Fig. 8: Frequency distribution of monthly ETa (mm) from TTME using the Landsat TM/ETM+ satellite 

images on months January, February, March, April, may, June, October, November, and December. 

 

Figure 9 presents the inert comparison between the monthly ETa values obtained by SEBAL and 
TTME algorithms. It is possible to observe the correlation behavior between the ETa estimated by 
SEBAL and TTME to different satellite images. In general, the correlations between them present 
values greater than 0.84, evidencing a stronger agreement between these two algorithms. It is possible, 
however, to identify that TTME delivers ETa values higher than SEBAL ETa as almost all the points 
are locating above the line of ratio 1:1. It is difficult to judge whether SEBAL is underestimating or 
TTME is overestimating the ETa. SEBAL, however, is reported in different studies to underestimate 
the LE and accordingly the ETa (French et al. 2005a; French et al. 2005b; Timmermans et al. 2007). 
This behavior of minimum ETa by SEBAL might be the result of the accuracy of selecting the extreme 
pixels (wet and cold pixels) in this algorithm, which is regarded as one of the main drawbacks in SE-
BAL algorithm (Li et al. 2009). Investigating the difference between SEBAL and TTME ETa showed 
the sum of absolute difference and the Mean Absolute Difference (MAD) are less than 78.5 and 
0.000235 mm/month, respectively, for January, February, March, April, October, November, and De-
cember. May is an exception with the sum of absolute difference and the MAD are 243.8 and 0.00073 
mm/month, respectively. The high values in May could be the result of ETa upscaling, as the applica-
bility of temporal extension of TTME daily results to monthly has not been proved yet (Long and 
Singh 2012). Moreover, May marks the beginning of monsoon season and the area receives heavy 
rainfall during this season and gets flooded; therefore, the scene is primarily comprised of flooded 
fields and ponds alongside with vegetated rain fed crops with no obvious minimum and maximum 
surface temperature endpoints. 
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Fig. 9: Correlation between the monthly ETa (mm/month) values to January, February, March, April, 

May, October, November, and December obtained by SEBAL and TTME algorithms. Black continuous 

line represents the ratio 1:1. 

 

4.2 Class-A-Pan evaporation 

 

Measurements of Epan are used for comparison with the calculated ETa from SEBAL and TTME. By 
definition, Epan is the amount of water lost by evaporation from standard set leveled on the ground in a 
grassy location not close to obstacles (Eagleman 1967). Epan is estimated not to be equal to evaporation 
from natural free water surfaces, even if the pan and the free water surface are under the same condi-
tions. Epan normally exceeds the evaporation from the water body (Kanoua and Merkel 2014; 
McMahon et al. 2013; Tanny et al. 2008). This difference cold be explained by the different thermal 
conditions of reservoir water and pan water. While the water reservoir has significant energy storage 
capacity and can gain or lose energy, pan cannot store energy. Moreover, pan enhances advective heat 
fluxes through its sides and bottom. Therefore, estimating of free water surface evaporation (E) is of-
ten obtained by multiplying Epan by kpan (Martínez et al. 2006; Fekih et al. 2013; Ertek et al. 2006): 

E = K��� × E���  (7) 

The comparison was done here between the trend of Epan and the trend of ETa from SEBAL and 
TTME over water areas recognized on the satellite images. Epan measurements were available on daily 
basis for the study area. The comparison was done on daily, monthly, and long-term monthly mean 
basis, but just monthly-monthly comparison is presented her graphically (Figure 10). For monthly and 
long-term monthly mean comparison, daily Epan measurements were accumulated to get the monthly 
Epan and thereafter the long-term monthly means were estimated. To get SEBAL and TTME ETa over 
free water surface, ETa over the river and the parcels of free surface water in each month. These par-
cels of free surface water were delineated by applying the NDWI which enables delineating open wa-
ter features and enhance their presence in remotely-sensed digital imagery (McFEETERS 1996; Gao 
1996). The NDWI was calculated for each satellite image and water areas were delineated and the 
values of ETa over the river and these areas were averaged for each image. The averaged ETa value is 
considered unique and representative to the whole area during the corresponding month, because the 
area is small scale and entirly flat.  
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Figure 10 shows the monthly-monthly comparison between monthly Epan and the monthly SEBAL and 
TTME ETa for the free water surface. Evaporation from free water surface for SEBAL and TTME are 
in all months with no exception less than the Epan. It is clear that TTME results follow almost the trend 
of Epan, with the maximum value in May (776 mm/month) and ETa increases from January till May 
(maximum ETa), then decreases from October on. The minimum ETa (332 mm/month) is reached in 
December. On the other hand, SEBAL results shows the same trend with an increase in ETa from Jan-
uary till its maximum value (697.8 mm/month) in May then decreases from October on, and also 
reaches its minimum value (226.5) in December. One exception in SEBAL is in March, when ETa 
shows a slight decrease (399.5 mm/month) in comparison with February (425.5 mm/month). This 
sudden decrease in monthly ETa in March in comparison with February is not normal, taking into con-
sideration the meteorological data which shows steady increase in temperature and rainfall from Janu-
ary till May (Figure 2). The reason might be that the procedures used in this research failed to capture 
the right edge (hot and cold) pixels in some months. This problem is also encountered when working 
in some areas, e.g, England no dry area, Sahara no wet pixels (Courault et al. 2003). 

 

 

Fig. 10: Comparison between monthly Epan and monthly ETa calculated with the two models SEBAL (left) 

and TTME (right) for the eight months (January, February, March, April, May, October, November, 

December) in Titas area. Backgrounds indicate max-min in each in the series 

 

The results from regression analyses between the three datasets (Epan, SEBAL, and TTME) are shown 
in Figure 11. Regression analyses is carried out here on daily-daily, monthly-monthly, and long-term 
monthly mean-monthly basis for eight months (January, February, March, April, May, October, No-
vember, and December). In general, there is a reasonable fit between Epan and TTME and SEBAL ETa 
for daily-daily, monthly-monthly, and long-term monthly mean-monthly correlations. Correlation tests 
are also conducted to estimate the strength of the relationship between the Epan from one side and ETa 
of SEBAL and TTME from another side. Due to the small number of points in the datasets, it is better 
to check the correlation using Spearman and Pearson tests, because in such cases the difference be-
tween Spearman and Pearson can be dramatic. Using Spearman test, there is a positive correlation 
between daily TTME and daily Epan (correlation coefficient, r = 0.898; sample size, n = 8; significance 
level, p < 0.05) and the correlation is also significant in the case of daily SEBAL and daily Epan (r = 
0.743, n = 8, p < 0.05). Pearson test also showed the same results of significant correlation (r = 0.848, 
n = 8, p < 0.05) between daily TTME and daily Epan and significant correlation (r = 0.746, n = 8, p > 
0.05) between daily SEBAL and daily Epan. The results of all correlation tests are summarized in Table 
3. Correlation tests between the results of SEBAL and TTME and Epan are significant in almost all 
cases at 95% significance level. One exception is the correlation between SEBAL ETa and Epan on 
monthly-monthly basis using Pearson test. Despite the difference in correlation coefficients between 
the Spearman and Pearson tests, both tests give credit to the TTME in comparison to SEBAL results. 
The difference in the correlation coefficient between the two correlation tests is due to the fact that 
each test benchmarks a different relationship; Pearson benchmarks linear relationship, while Spearman 
benchmarks monotonic relationship. 
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Tab. 3 Results of Spearman and Pearson correlation tests (two–tailed) between Epan data and ETa of SE-

BAL and TTME models on daily-daily, monthly-monthly, and long-term monthly mean-monthly basis 

Correlation Basis Datasets 
Correlation 

Method 

correlation coeffi-

cient (r) 

P–value (signi-

ficance level) 

[Daily]-[Daily] 

 

[Epan]-[TTME] 
Spearman 0.898 < 0.05 

Pearson 0.848 < 0.05 

[Epan]-[SEBAL] 
Spearman 0.743 < 0.05 

Pearson 0.746 < 0.05 

[Monthly]-[Monthly] 

[Epan]-[TTME] 
Spearman 0.88 < 0.05 

Pearson 0.836 < 0.05 

[Epan]-[SEBAL] 
Spearman 0.738 < 0.05 

Pearson 0.69 > 0.05 

[Long-term monthly 

mean]-[Monthly] 

[Epan]-[TTME] 
Spearman 0.905 < 0.05 

Pearson 0.926 < 0.05 

[Epan]-[SEBAL] 
Spearman 0.762 < 0.05 

Pearson 0.777 <0.05 

 

As mentioned before, Epan is frequently converted to free water surface evaporation by multiplying 
Epan by Kpan. Different conversion coefficients between Epan and natural water surface evaporation can 
be found in literature; however, these conversion coefficients are not just site specific, but also pan 
type (Class-A evaporation pan, ISI evaporation pan, Colorado Sunken evaporation pan, and USGS 
Floating evaporation pan) specific (Rahman et al. 2014; Fekih and Saighi 2012). Therefore, caution 
should be taken when using Kpan estimated for special area to use in another area. Assuming the accu-
racy of TTME results of this study, at least over water bodies, Kpan can be calculated hereby using 
equation 7 for each month in the study area. Table 4 represents the Kpan based on TTME ETa results on 
daily-daily, monthly-monthly, and long-term monthly mean-monthly basis.  

The mean Kpan is 0.51 ± 0.11, 0.48 ± 0.12, and 0.47 ± 0.06 for daily, monthly, and long-term monthly 
mean estimations, respectively. The minimum Kpan is in December for the three cases. The maximum 
Kpan is in March for daily and long-term monthly mean basis, and in January for monthly one. It is 
clear from the results of daily and monthly Kpan that there is an inverse relationship between Epan and 
Kpan (Figure 12). This inverse relationship was reported different studies (Linacre 2002; Sumner and 
Jacobs 2005). Taking Kpan as constant vale for the whole year is not an accurate approach; however, its 
value is variable and a variety of environmental variables are considered as explanatory factors for 
Kpan variation. Linacre (2002) noted that Kpan generally decreases with increasing Epan as a result of 
disproportionally enhanced radiative and convective transfer of energy from the surrounding areas to 
the pan during periods of high Epan. 
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Fig. 11: Regression analyses between Epan and ETa of the two models SEBAL (blue) and TTME (grey) for 

eight months (January, February, March, April, may, October, November, and December) on daily -

daily(A, A`), monthly-monthly (B, B`), and long-term monthly mean-monthly (C, C`) basis in Titas area 
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Tab. 4: TTME ETa, Epan and the calculated Kpan on daily-daily, monthly-monthly, and long-term monthly 

mean-monthly basis. 

  Jan Feb Mar Apr May Oct Nov Dec 

T
T
M
E
 E
T
a
 Daily 

(mm/day) 
11.96 17.7 19.2 20.3 22.3 15.31 12.95 8.9 

Monthly 

(mm/month) 
370.8 495.9 596 610 690 474.5 388.5 275.5 

E
p
a
n
 

Daily 

(mm/day) 
18 26 41 46 49.5 28 28 25.4 

Monthly 

(mm/month) 
520 837 1144.8 1624 1488 1122 984 720.6 

long-term 

monthly mean 

(mm/month) 
668 873 1237 1398 1456 1143 916 687 

K
p
a
n
 

Daily-Daily 0.66 0.68 0.47 0.44 0.45 0.55 0.46 0.35 

Monthly-

Monthly 

(mm/month) 

0.71 0.59 0.52 0.38 0.46 0.42 0.4 0.38 

long-term 

monthly 

mean-monthly 

(mm/month) 

0.56 0.57 0.48 0.44 0.47 0.42 0.42 0.40 

 

 

Fig. 12: Linear regression between Epan and Kpan on daily-daily, monthly-monthly and long-term monthly 

mean-monthly basis. Continous stratight lines represent the tred within each dataset.  
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5 Conclusions 

 

This study compared the performance of the Surface Energy Balance Algorithm for Land (SEBAL) 
and the Two-Source Trapezoid Model for Evapotranspiration (TTME) for the study area in Titas in 
Bangladesh. The inputs of these models were eight TM/ETM+ satellite images with Epan and meteoro-
logical data. The two models were compared from different aspects, and the results were compared 
with Epan measurements on different basis (daily, monthly, and long-term monthly mean).  

SEBAL and TTME produced the spatial and temporal variation of ETa in Titas area. Both models 
resulted in the highest ETa in May when precipitation increases dramatically in comparison with the 
previous months. Satellite images are not available for June, July, August, and September due to the 
CC; ETa in these months, however, could be considered not far from its magnitude in May, and this 
decision depends on the fact that temperature stays almost constant 28.3 ± 0.23 oC during these 
months, intensive precipitation 348.8 ± 74 mm/month and almost constant extraterrestrial radiation 
15.8 ± 0.8 mm/day.     

SEBAL depends on the existence of hot and cold pixels in each satellite image. These pixels may not 
be identified correctly for some scenes by using NDVI, albedo, and surface temperature for each im-
age. Accordingly, this is considered the main drawback of SEBAL. 

TTME could deliver better results at least over the free water surface. Correlation between Epan meas-
urements and TTME ETa was significant at 95% confidence level using Pearson and Spearman corre-
lation tests. The correlation coefficients were > 0.836 by conducting the correlations on daily-daily, 
monthly-monthly, and long-term monthly mean-monthly basis. 

The results of TTME in this study gave an idea about the temporal and spatial ETa, which could be 
used in different applications, e.g, monitoring of irrigation water needs, hydrological and hydrological 
modeling studies, and water budget as essential part of water management.  

Simple accuracy check of TTME ETa results was done by comparison with Epan. However, the accura-
cy of TTME performance is recommended to be carried out using meteorological-flux tower meas-
urements (LE, sensible heat flux, and incoming and outgoing shortwave and longwave radiation), 
which are, unfortunately, not available in this study. 
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Abstract: Generally, the top layer of a lake is playing an important role in determination the trophic 
level for aquatic system. The current study include discover and drive algorithms for retrieval of water 
quality parameters of the first 6 meter of Mosul Lake in Northern Iraq from the light penetration. Sec-
chi disc visibility was read during July 2011 in a range between 0.9 and 6.1 m. Simultaneously, 25 
samples were collected from the surface to a 6 m depth at the same sites. Water quality parameters 
included temperature, turbidity, chlorophyll-a, phosphorus, total inorganic carbon, dissolved organic 
carbon, total dissolved solids, electrical conductivity and pH. The result shows that the vertical distri-
bution pattern T and pH with Secchi disc were decreased towards the lower secchi disk readings with 
depth. While, phosphorus, electrical conductivity, total dissolved solids and total inorganic carbon 
were increased towards the lower secchi disk readings with depth. The regression analysis gave us 
significant empirical algorithms to calculate both the turbidity and pH depending on secchi disc values 
at the different depths (R2 > 0.9, P < 0.001 and SEE < 1.0), (R2 > 0.8, P < 0.05 and SEE < 0.01), re-
spectively. Also, the signal regression analysis displayed significant correlation between the TDS, 
temperature, TIC, DOC, EC and phosphorus concentration with secchi disc visibility at most of the 
depths (R2 > 0.7). Furthermore, multiple linear regression analysis was significant for calculating the 
turbidity, phosphorus concentration, and total inorganic carbon depending on simple routine field pa-
rameters (R2 > 0.5 and p < 0.05). 

 

Keywords: photosynthesis, Mosul Lake, water quality, Secchi disc 
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1 Introduction 

 

Photosynthesis is a process by which organisms use the energy of light to convert carbon dioxide and 
water into chemical energy. Photosynthesis is one of the most important biological processes on earth 
where it forms the basis of almost all other growth in an ecosystem(Cunningham and Saigo 1999). In 
the ecosystem of  most lakes, photosynthetic organisms are usually the base of the food chain which in 
turn impacts on the trophic level (Bridgham et al., 1988). Commonly in aquatic environments, photo-
synthesis is limited by three factors which include light, nutrients and temperature. These factors vary 
seasonally, and are generally low through winter and high during summer (Davies et al., 2004). Usual-
ly the top layer of water accounts for more than 80% of photosynthesis biomass (Ambasht & Ram, 
1976). Thus, the light intensity in lakes provides an index for ecology and the activities of photosyn-
thetic organisms as well as controlling nutrients (Balali et al., 2012). One of the very simplest methods 
for the evaluation of light penetration in water is the secchi disk; in many cases secchi disk measure-
ments have been used successfully for computing the trophic state. This is due to the relation between 
secchi disk values and the free floating algae concentration or the primary biological productivity of a 
lake (Fuller et al., 2004; Fuller & Minnerick, 2007; Lucas & Southgate, 2012).  

The aims of this study were firstly to discover the changes with vertical distribution for water quality 
parameters which included temperature, turbidity, chlorophyll-a, phosphorus, total inorganic carbon 
(TIC), dissolved organic carbon (DOC), total dissolved solids (TDS), electrical conductivity (EC) and 
pH in conjunction with water clarity for the first 6 m of the Mosul Dam Lake. Secondly, to explore 
empirical algorithms for the retrieval of water quality parameters from secchi disk (SD) measurements 
at different depths. Thirdly the study aimed to estimate the measurement of the trophic factors along 
the first 6 m of the Mosul Lake depending on routinely measured environmental parameters.  

 

2 Description of the study area 

 

Mosul Dam Lake is one of the biggest artificial reservoirs in Iraq. Constructed in 1985, it is located on 
the Tigris River about 60 km north of Mosul city and 80 km from the borders of Syria and Turkey 
(Fig. 1). The length of the lake is about 45 km, its width ranges between 2 and 14 km with a surface 
area of about 385 km2 at the maximum operation level (330 m above sea level), and it has a total stor-
age volume of 11.11 billion m3. The maximum water depth of the reservoir is 80 m and its drainage 
basin reaches to 4200 km2 inside Iraq (Al-Taiee & Sulaiman, 1990; Kelley et al., 2007). The majority 
of the water entering the lake comes from Turkey. Mean annual discharge of the Tigris River is in the 
range of 270 to 1371 m3/sec for the period 1931-1997 (Saleh, 2010). The average annual outflow of 
the lake was 555 m3/sec for the period 1986-2011(Al-Ansari et al., 2013). The study area is located in 
a semi-arid region, where the average rainfall between 1980 and 2005 was 370.4 mm/year and the 
average mean maximum temperatures during July and January between 1985 and 2008 were 43.1◦C 
and 6.3 ◦C, respectively. The lake does not freeze and can be classified as monomictic with a single 
turnover usually in November. The surface temperature of the lake drops to about 12 ◦C during winter, 
and reaches 10 ◦C at the lake bottom; the surface and bottom temperature are on average 31 ◦C and 14 
◦C during summer. Hence, thermal stratification is permanent overall for most of the year (Al-

Hamadani & Khattab, 2005; Al-Kawaz, 1996; Khattab & Merkel, 2012). 
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Fig. 1: Location map of study area 

 

3 Materials and methods 

 

In the current study, water quality samples and secchi disk measurements were used to discover the 
photic characteristics of Mosul Dam Lake, and to derive simple and accurate algorithms for the re-
trieval of water quality parameters along the photic zone, depending on routinely measured parame-

ters. The exact locations of the measurements and sampling were determined using a GPS device. 

 

3.1 Collection of water quality samples  

 

 

Fig. 2:  Locations of water quality samples 

Dohuk River outlet 
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Twenty-five samples from five locations were collected in July 2011 (Fig. 2). Sampling was conduct-
ed at different depths using a Van Dorn Water Sampler and sterile 100 ml glass bottles. Bottled sam-
ples were stored inside a cool box for up to six hours before reaching the laboratory. Chlorophyll sam-
ples were transferred to the College of Science Department of Biology at Mosul University in Iraq. 
Samples for TIC, DOC, and phosphorus were transferred to the geological department of TU 
Bergakademie Freiberg, Germany. 

 

3.2 Water quality parameters 

 

A Multi Water Quality Checker (Model U-52) was used to measure temperature, pH, TDS, turbidity 
and EC. Chlorophyll-a (Chl-a) was analyzed according to the standard methods for the examination of 
water and wastewater (Eaton et al. 2005). TIC and DOC were measured by liquiTOC (Elementar 
Analysensysteme GmbH). DOC was measured after filtering the water through 0.45 micrometer fil-
ters. The phosphorus was measured using an ICP-MS (inductively coupled plasma mass spectrometry, 
Thermo Scientific Element 2). Water transparency (m) was recorded using a Secchi disk at each sam-
pling site. 

 

4 Result and discussion 

4.1 Water quality attributes 

 

Water clarity is an essential variable in the study of lakes and rivers where it  reflects the primary 
regulator and ecological behavior of an aquatic environment (Hakanson 2006). Secchi depth is a clas-
sic measurement of water clarity in lakes; usually this consists of a 20 c (8 inch) diameter, metal or 
weighted plastic disk, typically black and white (Hakanson 2006; Lotspeich 2007). The results of wa-
ter clarity depending on Secchi disk readings highly fluctuated in Mosul Dam Lake; the Secchi disk 
measurements ranged between 6.1 and 0.9 m. The highest Secchi disk values were read close to the 
dam, while the lower values were found at the inflow of the Dohuk River (Tab. 1). The increased light 
penetration at the southern part of the lake is due to the effect of waves. Furthermore, the energy of the 
water that reaches this part is not great enough to carry a large amount of nutrients, which explains the 
limited bottom sediments in the mud (Al-Ansari et al. 2013). Furthermore, the decrease in water clari-
ty at the northern part of the lake is a result of the entry of the Tigris River and the influence of waves 
on this area. Also, the presence of the lowest values of water clarity at the tributary of the Dohuk River 
is a reflection of the quantity of nutrients that are transported by this river. Overall, according to the 
water clarity, Mosul Dam Lake is within the mesotrophic level, except for the Dohuk river influx, 
which is at the eutrophic level. 

 

Tab. 1:  Secchi disk values of study area. 

 

 

 

 

 

 

 

Site Location Secchi disk  (m) 

1 6.1 

2 5.3 

3 0.9 

4 2.5 

5 4.25 
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4.2 Vertical distribution 

 
Generally, the characteristics of the photic zone of natural water are governed by incident solar radia-
tion and vertical light attenuation (Overmann and Tilzer 1989). The comparisons between the vertical 
distribution of physical and chemical parameters with regards to the Secchi disk values of the first 6 m 
for the five sites are shown in Figure 3. Almost uniformly, the vertical distribution of temperature 
shows an increase with the temperature at the surface toward lower Secchi disk readings. While at a 6 
m depth, the opposite happens and the difference in temperature was 0.77 ◦C (Fig. 3). Where there is a 
presence of suspended particles in the water, light rays are scattered and absorbed, which in turn in-
creases the surface water temperature and decreases the temperature of the depths through reducing 
the depth of sunlight penetration (Dzurik 2003). The vertical distribution of water quality data for Mo-
sul Dam Lake indicated that EC and TDS increase with increasing water clarity at the surface which is 
consistent with the results of Oliver et al (2010). This is not unpredictable considering that the concen-
tration of divalent ions is very significant in coagulating colloidal particles (Oliver et al. 1999). 
Also, the vertical distribution of EC and TDS shows an inverse correlation between the salinity and 
clarity of water at the 6 m depth. Here, the light transmission is reduced by the absorbance and scatter-
ing of suspended particulate matter as well as decreasing chlorophyll and organic matter compared to 
other nutrients, leading to increasing salinity at this depth (Khattab and Merkel 2013; Smayda and 
Borkman 2008). The vertical distribution of turbidity displays a clear positive relationship between the 
turbidity and Secchi disk values. At the surface of the lake the turbidity reading ranged between 0.8 
and 14.4 NTU. Turbidity is one of the most important factors playing a significant role in changing 
water clarity values (Koenings and Edmundson 1991). Figure 3 also shows a high increase of turbidity 
below the depth of 4 m at sample site 3. This change in turbidity could be the result of interflow tur-
bidity currents that exist at the outlet of the Dohuk River. The differences in temperature and the con-
tent of dissolved and suspended solids are partly responsible for forming these currents (Chen and Wu 
2006). When the temperature of the lake decreases quickly with depth during summer, this leads to 
clearly isolated parts of variance in temperature and density (Lavelli et al. 2002). The differences be-
tween the density of incoming river flow, surface, and deep waters of the lake determine the level of 
incoming river water to the lake (Fig. 4) (Lavelli et al. 2002). Figure 3 shows the turbidity current of 
the Dohuk River entering the lake that at 4 m of depth. Also, this distribution explains the increase of 
both EC and TDS and the decrease of temperature at this depth. The pH at the surface of the water 
ranged between 8.8 and 8.4 for the five sites (Fig. 3). 
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Fig. 3:  Vertical distribution of water quality parameters with regard to the first 6 m of depth in Mosul 

Lake. Secchi disk site values: 6.1m (─), 5.3m (─), 4.2m (─), 2.5m (─), 0.9m (─). 
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Fig. 4:  Interflow density current in stratified lake, ρ is density(De Cesare, 1998;Lavelli et al., 2002) 

 

The differences in the pH are 8.6–7.8 at the depth of 6 m for the sites studied. Through the process of 
photosynthesis the concentration of hydrogen ions decreases and thereby increases the pH. Usually, 
during the daytime photosynthesis uses up carbon dioxide and releases dissolved oxygen and therefore 
the pH increases (Ji, 2008; Zamfirescu et al. 2012). At 6 m depth, the lowest values of water clarity 
and a significant decrease in pH value were found compared with other sites which had high values of 
clarity (Fig. 3). Also, the vertical distribution for pH displayed variation in the degree of inclination at 
the 4 m depth for all sites, which could be a result of lake stratification.      

Phosphorus is one of the most important vital nutrients in the environment through its conversion of 
the energy of sunlight to a chemical energy form that can be used to maintain cellular, production and 
growth (Glasbergen and Blowers 2003). Generally, the concentration of phosphorus shows an increase 
with decreasing water clarity (Fig. 3). A high concentration of phosphorus existed at the depths of 1 m 
and 4 m for the higher and lower Secchi disk sites, respectively. This variation is due to the influence 
of limiting factors on phosphorus concentration such as temperature, pH , oxygen, light, waves, wind, 
and other biological factors (Yang et al. 2008). DOC, TIC, and chlorophyll did not show a clear varia-
tion between the sites, however, the TIC displayed a significant difference between the sites at a 6 m 
depth. The highest concentration was 18.4 ppm at the 0.9 m Secchi disk site and 12.33ppm at 6.1 m. 
With decreasing water temperature alkalinity leads to an increase in the concentration of TIC in aquat-
ic environments (Katano et al. 2009). 

 

4.3 Regression analysis 

4.3.1 Simple curve fitting regression  

 

Linear or nonlinear regression analysis is a very commonly considered analysis method for quantita-
tively examining the relationship between two variables (Seltman 2013). Regarding water quality, the 
application of a simple fitting model requires two parameters to describe realistic water situations 
(Heydari et al. 2013). In this study simple empirical models for regression analyses were created to 
examine the relationship between the water clarity and water quality parameters of Mosul Dam Lake 
in Northern Iraq. The water quality parameters employed in this analysis were temperature, turbidity, 
pH, EC, Chl-a, P, TIC, DOC, and TDS. SPSS software was used to establish empirical regression 
models for the Secchi disk depth values and water quality parameters at the surface, 1 m, 3 m, 4 m, 
and 6 m. Tables 2 to 6 show the obtained regression models between water clarity and water quality 
parameters for the surface, 1, 3, 4, and 6 m, respectively, of depth in Mosul Dam Lake. 

The performance of these equations was checked depending on the determination coefficient (R2), the 
standard error of the estimate, a measure of the accuracy of predictions, (SEE), and significance test (P 
value). Generally, the regression analysis for Secchi disk and quality parameters showed a clear rela-

ρ lake1 

ρ lake2 

ρ river 
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tionship between water clarity and water quality parameters, with R2 > 0.7 (Tables 2, 3, 4, 5, and 6). 
The turbidity was strongly significant and inversely correlated with Secchi disk values at the depths 
studied (R2 > 0.9, P < 0.001, and SEE < 1.0); the inverse models gave the best fit to simulate this rela-
tion except at the depth of 4 m, where the logarithmic model was a better fit. 

 

Tab. 2:  Regression models between Secchi disk depth and water quality parameters at the surface of 

Mosul Dam Lake. 

 

Tab. 3:  Regression models between Secchi disk depth and water quality parameters at 1 m depth of 

Mosul Dam Lake. 

 

 

 

 

 

 

 

 

Water quality 

parameter 

Model R
2
 SEE P value 

EC = 0.20615 e 
0.029122SD

 0.76 0.039 0.05 

Turbidity = -2.025568+14.7344/SD 0.99 0.404 0.0001 

DOC = 2.042+0.524/SD 0.91 0.084 0.04 

TIC = 15.326-1.6385SD+0.947SD
2
 -0.108SD

3
 0.92 0.617 0.3 

Chl. a = 52.91- 41.65SD+12.45SD
2
 -1.13SD

3
 0.86 5.9 0.4 

Temperature = 28.648+0.557SD-0.094SD
2
 0.70 0.322 0.2 

pH = 8.95-0.091 SD 0.93 0.058 0.03 

TDS = 0.132e
0.0288SD

 0.72 0.0432 0.06 

P = 1.379+4.552/SD 0.89 0.702 0.01 

Water quality 

parameter 

Model R
2
 SEE P value 

EC = 0.209081*SD 
0.034562

 0.95 0.006 0.004 

Turbidity = -1.90252+15.013014/SD 0.99 0.249 0.0001 

DOC = 2.051529+0.302026/SD 0.30 0.215 0.34 

TIC = e
2.782211-0.147013/SD

 0.86 0.030 0.07 

Chl. a =16.30617+8.55415/SD  0.35 5.246 0.2 

Temperature = 28.072061+.947918/SD 0.86 0.169 0.02 

pH = 8.267e
0.0107SD

 0.94 0.005 0.03 

TDS = 0.134022SD
0.034051

 0.94 0.007 0.006 

P = 15.003304-7.20661SD+0.9817SD
2
 0.84 1.848 0.15 
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Tab. 4:  Regression models between Secchi disk depth and water quality parameters at 3 m depth of Mo-

sul Dam Lake. 

 

Tab. 5:  Regression models between Secchi disk depth and water quality parameters at 4 m depth of 

Mosul Dam Lake. 

 

 

 

 

 

Water quality 

parameter 

Model R
2
 SEE P value 

EC = 0.23278-0.020919SD+0.006847SD
2
- 

0.000611SD
3
 

0.97 0.001 0.18 

Turbidity = -1.833995+14.611577/SD 0.99 0.444 0.0001 

DOC = -0.4409+13.976458/SD 0.84 0.784 0.08 

TIC = 17.476-2.33608SD+0.78287SD
2
-

0.0775SD
3
 

0.105 2.648 0.9 

Chl. a =25.899-19.66962SD+7.32196SD
2
-0. 

75159SD
3

 

0.98 0.84 0.14 

Temperature = 27.518817+.666952SD-

0.261596SD
2
+0.028092SD

3
 

0.98 0.040 0.15 

pH = 8.655237-0.251122SD+0.045649SD
2
 0.96 0.056 0.03 

TDS = 0.148184-0.012313SD+0.003969SD
2
-

0.00035SD
3
 

0.94 0.001 0.3 

P = 2.466643+9.129568/SD 0.82 1.942 0.03 

Water quality 

parameter 

Model R
2
 SEE P value 

EC = 0.247783-0.028802SD+0.008147SD
2
-

0.000676SD
3
  

0.99 0.000 0.08 

Turbidity = 7.460169-3.767253lnSD 0.97 0.498 0.001 

DOC = 2.274419-0.089839SD+0.03568SD
2
-

0.00274419SD
3
 

1.00 0.000 0 

TIC = 14.685824-0.183584SD 0.91 0.154 0.04 

Chl. a =39.95-18.20613SD-6.26119SD
2 +
 

0.60116SD
3
  

0.13 12.94 0.97 

Temperature = 26.683029+.910305SD-

0.286442SD
2
+0.028582SD

3
 

0.99 0.019 0.04 

pH = 7.864137+0.688491SD-

0.250974SD
2
+0.027032SD

3
 

0.99 0.003 0.009 

TDS = 0.159399-0.019456SD+0.00549SD
2
-

0.000454SD
3
 

0.99 0.001 0.01 

P = 18.349904-6.142957SD+0.611351SD
2
 0.99 0.773 0.001 
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Tab. 6:  Regression models between Secchi disk depth and water quality parameters at 6 m depth of 

Mosul Dam Lake 

 

Where turbidity is the optical parameter, in turn, these particles scatter and absorb the light (Ritter 
2010). Also, pH values were significantly positively correlated with Secchi disk values at the depths 
studied (R2 > 0.8, P < 0.05, and SEE < 0.01). The linear model shows the best fit for this relationship 
at the surface of the lake (R2 > 0.9 and P < 0.05) (Table 2). At the depth of 3 and 4 m, the quadratic 
model was more suitable for simulating the correlation between pH and water clarity (Tables 4 and 5). 
The exponential and power models display a good pattern to this relationship at the depths of 1 and 6 
m, respectively, (Tables 3 and 6). Regarding the relationship between pH and water clarity, in natural 
lake water the pH value usually reflects chemical and biological operations. A low pH value indicates 
an increase in the dissolved organic matter in the water while a high pH indicates an increase of salts 
in the water (Lotspeich 2007; Wetzel 2001). Both TDS and EC show a similar regression model with 
water clarity values through the depths studied (Tables 2, 3, 4, 5, and 6). The exponential model was 
the best for expressing this relationship at the surface of the lake (R2 > 0.7 and P < 0.06). At the 1 m 
depth, the power model gave a better fit and significance (R2 > 0.9 and P < 0.01), while at the depths 
of 3 and 4 m, the quadratic model was better suited for simulating the relation between EC and TDS 
with the Secchi disk values (R2 > 0.9). Table 6 shows that the inverse model is clearly significant for 
evaluating the correlation between EC and TDS and the Secchi disk values (R2 > 0.9 and P < 0.05). A 
decline in light penetration at this depth causes a decrease in chlorophyll and organic matter compared 
to other nutrients, leading to an increase in the salinity (Khattab and Merkel 2013; Smayda and 
Borkman 2008). In the current study, the predicated inverse relationship between phosphorus and wa-
ter clarity values has been proved. An increase in phosphorus concentration leads to an increase in 
turbidity and a decrease of water clarity (Bachmann et al. 2002). Tables 2, 3, and 5 show that the in-
verse and quadratic models were more significant to simulate the relationship between turbidity and 
water clarity at the surface, 3, and 4 m of the lake depth (R2 > 0.8 and P < 0.05). Also, the inverse and 
quadratic models were suitable for presenting this relationship at the depths of 1 and 6 m (R2 > 0.7). 
DOC showed a significant correlation with the Secchi disk at the surface and a 4 m depth of the lake 
(R2 > 0.9 and P < 0.05). DOC and the Secchi disk values at the depth of 3 and 6 m depth of the lake 
were not significantly correlated (R2 > 0.8 and P < 0.1), and at the 1 m depth, R2 was only 0.3 (Table 
1). The DOC relationship with water clarity supported the use of DOC as an indicator of the produc-
tivity of the lake (Dunalska 2011; Read and Rose 2013). Furthermore, DOC is an essential parameter 
for several chemical, physical, and biological features of the aquatic environment, thereby influencing 
the transparency of water (Read and Rose 2013). The weak relationship at the 1 m depth between 
DOC and water clarity could be a result of the activity of the photochemical degradation of dissolved 
organic matter which dominated at this depth (Chen and Wangersky 1996; Gonsior et al. 2013; 

Water quality 

parameter 

Model R
2
 SEE P value 

EC = 0.215079+0.030303/SD  0.90 0.004 0.01 

Turbidity = -3.067996-22.696308/SD 0.99 1.034 0.0001 

DOC = 1.328514+1229462SD-0.448197SD
2
-

0.047561SD
3
 

0.97 0.106 0.1 

TIC = 19.553056-0.97399SD 0.83 1.053 0.02 

Chl. a =21.72278-12.2455SD+3.59176SD
2 
- 

0.27505SD
3
  

0.89 2.37 0.4 

Temperature = 26.232706+.927085SD-

0.305557SD
2
+0.031291SD

3
 

0.99 0.041 0.09 

pH = 7.893898SD
0.042475

 0.87 0.014 0.01 

TDS = 0.13737+0.019604/SD 0.90 0.002 0.01 

P = 6.022096+6.839406/SD 0.71 1.970 0.07 
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Grubisic et al. 2012). Generally, the TIC was strongly correlated with the Secchi disk (R2 > 0.8), (Ta-
bles 2, 3, 5, and 6). TIC and Secchi disk values at the depths of 4 and 6 m are significant and inversely 
correlated (R2 > 0.8 and P < 0.05). TIC has been used to describe the net productivity of aquatic sys-
tems (Szyper and Ebeling 1993). The significant increase of TIC at these depths could be a result of 
the depletion of dissolved oxygen during the summer, indicating photosynthesis reduction (Zhang 
2013). The positive correlation between TIC and water clarity has been observed at the surface and the 
1 m depth (R2 > 0.8). This is due to aeration and photosynthesis operations. Where the aeration process 
is increasing the rate of CO2 eradication, CO2 is also reduced by photosynthesis, which together work 
to raise the pH value at these depths (Fig. 3) (Zhang, 2013). Consequently, the high TIC concentration 
refers to the high value of water clarity at the surface and 1 m depth of Mosul Dam Lake. Generally, 
the temperature shows a good relationship with water clarity at most of the depths studied (Tables 2, 3, 
4, 5, and 6). The significant inverse and quadratic models simulated this relation at depths of 1 and 4 
m, respectively (R2 > 0.8 and P < 0.05) (Tables 3 and 5).  

Low water transparency works to block most sunshine at the surface of the water body (Mwaura 
2003). Thus, temperature has a negative correlation with the first depths of water and a positive corre-
lation with the depths of more than 4 m of Mosul Dam Lake (Fig. 3). The regression analysis between 
chlorophyll-a and the water clarity of Mosul Dam Lake shows that there is a certain relationship be-
tween them but this relationship is not significant (R2 > 0.8 and P > 0.05). Chlorophyll-a is one of the 
sources causing turbidity in Secchi disk clarity (Jamu et al. 1999). The insignificant correlation be-
tween Chl-a and the Secchi disk may indicate the significant contribution of the other causes of water 
clarity. 

 

4.3.2 Multiple linear regression analysis  

 

The multiple linear model is an extension of simple linear regression and can be used to measure the 
magnitude of a variable depending on several quantitative variables (Seltman 2013). These types of 
models can be helpful in complicated cases where the concerned variable is affected by the behavior 
of other multiple variables (The Cadmus Group 2010). In the current study the multi-linear regression 
models were performed in order to estimate the trophic factors of Mosul Dam Lake depending on rou-
tine field parameters. For further validation, the root mean square error (RMSE) was computed to 
demonstrate the certainty of trophic factor models, and they are calculated as follows (Liu et al. 2013):  

 

RMSE =��

�
∑ ��� − ��́���

���
            --------------------------------------   (1) 

 

The results of multiple linear models provided acceptable equations to evaluate the turbidity, TIC, and 
total phosphorus depending on simple measurements through the first 6 m of Mosul Dam Lake (R2 > 
0.5 and P < 0.01) (Table 7). This demonstrated that each parameter of temperature, pH, EC, TDS, and 
water clarity somehow impacts on the variation of turbidity, P, and TIC along the photic zone of the 
lake. Moreover, the results of multiple linear models show that there are no significant linear correla-
tions between DOC and Chl. a and the simple field measurements (temperature, pH, EC, TDS, and 
water clarity). 
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Tab. 7:  Multiple linear models between Turbidity, P and TIC and routine field parameters for 

Mosul Dam Lake 

 

In general, multiple linear regression models present significant correlation between the predicated 
and observed turbidity, P, and TIC with R > 0.7 and RMSE between 2.7 and 1.03 (Fig. 5). The best 
forecast results exist for TIC with RMSE = 1.03. Although there are errors in estimating values of the 
trophic predictive factors, still these values are acceptable for considering monitoring of the nutrients 
of aquatic environments.  

 

 

Fig. 5:  Scatter plots of measured and predicted Turbidity, P and TIC for Mosul Dam Lake. 

Water quality 

parameter 

Multiple linear model R
2
 SEE P value 

Turbidity = -31.088 - 3.065SD + 6.869pH + 839. 02EC - 

1038.04TDS - 1.8Temp. 

0.75 3.26 0.001 

TIC = -3.812 - 0.097SD - 2.874pH + 907.56EC - 

1296.58TDS + 0.944Temp. 

0.5 1.19 0.01 

P = 32.678 - 1.694SD + 7.913pH + 862.938 EC 

- 1207.84TDS - 3.848Temp. 
0.66 2.36 0.001 
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Abstract: Precipitation is an important part of the hydrological cycle impacting many natural and 

human systems. The study area, covering the Palestinian territories and surrounding areas, is located in 

the subtropical dryland zone that is characterized by a wet season (October to May) and a dry season 

(June to September). Analyzing changes in precipitation totals and their timing within the year is of 

immense importance for the Palestine economy and particularly the agricultural management, as Pal-

estine faces a chronic water shortage. The regional rainfall characteristics and their changes within the 

period 1951–2010 are studied using two gridded data sets, VASClimO and E-OBS. The annual precip-

itation totals in the study area range for individual grid cells from below 50 mm in the arid South to 

more than 650 mm in semi-arid North. The magnitude of the values depends on the chosen data set, 

but the general characterization of the moisture status of the months and years, respectively, is well 

comparable in most years. The timing of drought and wet events is compared and the spatial structure 

of rainfall is analyzed using the modified Rainfall Anomaly Index. Annual precipitation trends are 

mainly small and non-significant – except for the southern parts of the study area, where distinct pre-

cipitation decreases emerge in the E-OBS data set. Intra-annual precipitation changes are more pro-

nounced with increasing precipitation in January and October (using E-OBS also in September) and 

decreases in April and December (using E-OBS also in March, May and November). 

 

Keywords: VASClimO, E-OBS, regional climate change, climate variability, modified rainfall anomaly index 

(mRAI), drought  
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1 Introduction 

 

Precipitation is an important part of the hydrological cycle with impacts on many natural and human 

systems. Affected socio-economic sectors are for instance water management, agriculture, forestry, 

industrial sector, and human health. Some of the effects of rainfall on these sectors are direct ones, like 

the shortage or excess of water for some activity, while others are more indirect, e. g., by impacts of 

precipitation on the land fertility (Rice, 1886).  

The study area covering the Palestinian territories and surrounding areas is located in the subtropical 

dryland zone (Kafle and Bruins, 2009) with strong seasonal variations of temperature, precipitation 

and evapotranspiration (Salim and Wildi, 2005). It is characterized by a wet season (October to May) 

and a dry season (June to September; WRAP, 2013). Aridity and uncertainty are major characteristics 

of the hydrologic cycle of the area, due to its location in a transition zone (Bakour and Kolars, 1994). 

Thus, the climate shows large regional differences, although the study area only covers a comparative-

ly small area. These differences are particularly pronounced between the Gaza strip and the hilly areas 

of the West bank (e.g., Nablus, Ramallah, Jerusalem and Hebron). The climate of the Gaza strip is 

characterized by coastal climate conditions with mild winters and humid, hot summers. West bank on 

the other hand has cold winters and mild summers. Average temperatures range between 13–25°C in 

Gaza strip and 8–23°C in West bank, respectively (Ibrik, 2009). Evapotranspiration rates are generally 

high (Rofe and Raffety, 1965), due to high temperatures and solar radiation. Thus, most precipitation 

is lost by evapotranspiration (67–68 %), less stored in the subsurface through infiltration (29–30 %), 

and only 2–3% are lost by run-off (Rofe and Raffety, 1965). Therefore it is no surprise that the Middle 

East region is suffering of water shortage. The coolest years within the study area were 1982/1983 and 

1991/1992, while the year 1998/1999 was the warmest and at the same time the most severe drought 

year. Kafle and Bruins (2009) pointed out that 1998 also occurred the strongest El Nino event in the 

20th century. An analysis by Price et al. (1998) found a significant correlation between El Nino events 

and above average winter precipitation in the northern regions of Palestine. 

Changes in the water cycle are expected to occur within a warming climate. In the study area the earth 

surface temperature significantly increased in the second half of the 20th century (Ben-Gai et al., 1999; 

Kafle and Bruins, 2009; Gurevich et al., 2011) and further increases are projected for the 21st century 

(Evans, 2009; IPCC, 2013). Kafle and Bruins (2009) found a negative correlation between temperature 

and precipitation trends over the region; an increase of 1°K in annual temperature is connected with a 

decline of 13–40 mm in the annual precipitation in the northern Negev, 147 mm in the coastal plain 

and 120–126 mm in the inland eastward. 

Several studies on the precipitation trends over Israel and Palestine have been conducted. Most of 

them find no statistically significant changes in annual precipitation totals, e.g. Kafle and Bruins 

(2009) for 1970–2002, Ziv et al. (2014) for 1975–2010, Yosef et al. (2009) for 1950-2003 and Givati 

and Rosenfeld (2013) for 1950–2010. Yet, most trend analyses show slight increases of rainfall for the 

comparatively wet part of the study area, and slight decreases for the Eastern inlands and the Northern 

Negev desert with the strongest precipitation decreases in the super-arid areas (Kafle and Bruins, 

2009; Ziv et al., 2014; Givati and Rosenfeld, 2013). Older analyses for the period 1961–1990 showed 

increases in the Southern regions and decreases in the northern parts of Palestine (Steinberger and 

Gazit-Yaari, 1996). Ben-Gai et al. (1994) described increases of up to 30% in the annual average rain-

fall in the semi-arid Naqab desert for the same period. Seasonally, more pronounced precipitation 

changes have been observed than for the annual time scale. Ziv et al. (2014) detected a statistically 

significant decrease in spring rainfalls of more than 15 % per decade. Climate model studies project 
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decreasing annual precipitation totals in the Eastern Mediterranean for the end of the 21st century (e.g., 

Evans, 2009; Chenoweth et al., 2011; Smiatek et al. 2011). This would further aggravate the water scarcity 

problems in the region.  

Studies on the causes of the described changes in precipitation as well as in other climate elements 

discuss the influence of land use and albedo pattern changes (Ben-Gai et al., 1993; Ben-Gai et al., 

1998a). For instance, the installation of National Water Carrier in the early 1960's by the Israeli gov-

ernment is discussed to have a major influence on the regional climate (Ben-Gai et al., 1993). Via this 

pipeline a lot of water was transported from the north to the south, enabling intensive and extensive 

agriculture in the southern regions. The transformation of this area from a desert to agriculturally used 

areas increased the evapotranspiration rates. This lead to modifications in the surface radiation bal-

ance, the surface heat fluxes and the stability conditions of the Planetary Boundary Layer (Ben-Gai et 

al., 1993). 

The regional water demand and supply is furthermore affected by socioeconomic changes as well as 

ecological changes (Salim and Wildi, 2005). The most important water resource in the study area of 

Palestine is groundwater. In 2008, 73.1 % (225.7 million m3) of the water came from wells and 8.2 % 

(25.2 million m3) from natural springs, another 18.7 % of the water needed to be imported; 57.8 mil-

lion m3 were purchased from the Israeli Water Company Mekorot (PCBS, 2009b). This water also 

mainly (70 %) comes from groundwater and natural springs (MEKOROT, 2012). As groundwater 

recharge strongly depends on rainfall, precipitation is the major factor in determining the regional 

water availability.  

According to the land use statistics in 2010/2011, about 25 % of the land in the West bank and Gaza 

are cultivated (1,034.9 km²), whereby a high percentage of the cultivated lands are rain-fed agriculture 

strongly depending on precipitation. Out of them, 63.8 % are cropped with horticulture trees (89.9% 

are rain-fed), 23.7 % with field crops (94.1% are rain-fed) and 12.5 % with vegetables (13.6% are 

rain-fed) (PCBS, 2012). This high percentage of rain-fed agriculture is also related to the political 

situation in the region, which shaped and affected the landscape and its use. The land and water re-

sources are controlled by Israel and the Palestinians are imposed severe restrictions to access their land 

and water resources (Temper, 2009). Thus, rainfall plays not only an important role in agricultural 

production in the region, but the agricultural output almost completely depends on the climatic param-

eters; mainly precipitation. On one hand Palestine has a chronic water shortage (Al-Rimmawi et al., 

2010) and on the other hand agriculture is an important economic sector, contributing to about 6 % of 

the GDP and about 12 % of the total employment (The World Bank, 2013). Therefore the analysis of 

changes in the precipitation totals and their timing within the year is of immense importance for the 

Palestine economy and particularly the agricultural management.  

Data of rain gauge stations of the Israel Meteorological Service are not always available for Palestini-

ans, but global or European gridded datasets are. Here, we are going to explore the rainfalls character-

istics and trends in the Palestinian territories and surroundings using two gridded precipitation da-

tasets, the global dataset VASClimo (Beck et al., 2004) and the European dataset E-OBS (Haylock et 

al., 2008). 
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2 Materials and methods 

2.1 Study area 

 

The geographical scope of this study includes the Palestinian territories and Israel. The study area lies 

between 34°20′–35°30′ E and 31°10′–32°30′ N (Ibrik, 2009) along the southeastern Mediterranean 

coast (Goldreich, 1995) and covers approximately 27,000 km2. The area is divided into four physio-

graphic regions: the Mediterranean coastal plain, the Central hills, the Jordan Rift Valley and the al-

Naqab desert (MFA, 2015). These physiographic regions are represented by the applied grid data only 

to a limited extent. Despite its small size, Palestine is characterized by a great variation in topography 

with altitudes ranging from 350 m below sea level near the Dead sea to more than 1000 m above sea 

level in parts of the west bank. These variations in topography are directly reflected by the regional 

climate variability. Both aspects also strongly influence the distribution and diversification of agricul-

tural patterns in the region (Isaac et al., 2011). 

Palestine is impacted by different climatic systems, due to its location at the intersection of three con-

tinents; Europe, Asia and Africa (Samuels et al., 2011). Therefore it is classified as a transition zone 

between hyper-arid and relatively humid regions (Alpert and Jin, 2009; Bakour and Kolars, 1994). 

Generally, the area has a Mediterranean climate with long, hot, rainless summers, and cool, wet and 

relatively short winters. The average annual temperatures for the Palestinian territories range from 

15.4 to 22.7°C (PCBS, 2009a) and annual precipitation totals for Israel including West Bank are be-

tween less than 200 mm in the south and east, and 300-900 mm in the north and west (Bar-Or and 

Matzne, 2010). Ziv et al. (2014) even reported annual precipitation totals of more than 1000 mm for 

the northern mountains. 

The official rainfall year lasts from the first of August to the end of July (Goldreich, 1995). We are 

using this allocation in our analyses. Regarding the timing of the rain or wet season different dates are 

given in the literature. The rain seasons starts in October (Samuels et al., 2011; Ben-Gai et al., 1998b; 

Yosef et al., 2009) or November (Rice, 1886; Carmi et al., 2004) and extends till April (Samuels et al., 

2011; Rice, 1886; Carmi et al., 2004) or May (Ben-Gai et al., 1998b; Yosef et al., 2009). 

 

2.2 Data 

 

Two data sources were used in this study. The first one is the global gridded data set VASClimO ver-

sion 1.1 (Variability Analyses of Surface Climate Observations; Beck et al., 2004), covering the period 

1951–2000. The second one is the European gridded data set E-OBS (Haylock et al., 2008), where 

monthly data (aggregated from daily data) are considered for the period 1951–2010. 

 

2.2.1 VASClimO 

 

The VASClimO dataset of monthly precipitation totals over land areas is interpolated from station data 

by using a variant of kriging. In comparison to other global precipitation datasets like the UEA CRU 

(University of East Anglia Climate Research Unit's) TS 2.1 data set (Mitchell and Jones, 2005) and the 
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GPCC (Global Precipitation Climatology Centre's) Full Data Reanalysis version 5 (Rudolf et al., 

2010) data set, VASClimO is optimized with respect to temporal homogeneity. This means that only 

stations with complete records or such that could be reasonably completed were used for building the 

gridded dataset. These records were submitted to quality control in order to detect outliers and tem-

poral inhomogeneities. Furthermore, as few different data sources as possible were considered and it 

was assured that the used data sources correspond well to each other. These data sources include the 

Food and Agriculture Organization of the UN (FAO), the Climate Research Unit (CRU), the Global 

Historical Climatology Network (GHCN), national meteorological and hydrological services and re-

gional research projects. Altogether, 9343 station data series with at least 90 % data availability within 

1951–2000 were used to build the grid – with the highest data density over Germany and France and 

sparse data over the Sahara Desert, central Africa, the Arabian Peninsula or central Australia. A global 

comparison of the three gridded datasets with regard to the spatial variability of annual precipitation 

totals by Sokol Jurković and Pasarić (2013) showed strong similarities. 

VASClimO is available at three gridded resolutions; 0.5°×0.5°, 1.0°×1.0°, and 2.5°×2.5° lati-

tude/longitude. The resolution of 0.5 degrees was selected to study the regional precipitation charac-

teristics and changes, to represent the geographical differences within the comparatively small study 

area. The study area is covered by 23 grid cells that may be classified into four regions with similar 

precipitation characteristics (Figure 1). It has to be noticed that the resolution of the grid cells is still 

too coarse to resolve the precipitation characteristics arising from the variable relief in the study area.  

 

Figure 1: Selected grid cells with grid-cell numbers and region classification according to the VASClimO 

dataset. The grid-cells of E-OBS cover the same area, but no data are available for grid cells cov-

ered mainly by water (36387, 36706 and 37027). 
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2.2.2 E-OBS 

 

The second gridded dataset used in this study is the E-OBS dataset (a European daily high-resolution 

gridded dataset of surface temperature and precipitation), which was developed within the EU Frame-

work program 6 project ENSEMBLES (Haylock et al., 2008). It is a land-only data set that covers the 

area 25°–75°N, 40°W–75°E. The E-OBS dataset is based on more than 2.000 stations that are availa-

ble by the European Climate Assessment and Data set (ECA&D; http://eca.knmi.nl/; Klok and Klein 

Tank, 2009). The number of stations used for the interpolations varies over time, which may lead to 

inhomogeneities and limitations in the use of this dataset for climate change studies.  

Aims in developing this dataset were its use for the validation of Regional Climate Models (RCMs) 

and for climate change studies (Haylock et al., 2008). For these purposes different versions are availa-

ble: a regular lat-lon grid (0.25 and 0.5 degree resolution) that is the same as the monthly CRU data 

grid (available from the Climatic Research Unit, http://www.cru.uea.ac.uk/) and a rotated pole grid 

(0.22 and 0.44 degree resolution, the north pole at 39.25N, 162W) to foster the comparability to the 

regional climate models produced within the ENSEMBLES project. We use the E-OBS dataset ver-

sion 5 in the same spatial resolution of 0.5 degree like VASClimO to ensure the comparability of the 

two datasets and their respective trends. 

For building the grid a three-step process of interpolation was used (Haylock et al., 2008). First, the 

monthly precipitation totals were interpolated using three-dimensional thin-plate splines. Second, the 

daily anomalies were interpolated using indicator and universal kriging. In the last step the monthly 

and daily estimates were combined. Additionally, the dataset provides an estimate of interpolation 

uncertainty by providing daily standard errors for every grid square (Haylock et al., 2008). Within the 

ENSEMBLES project efforts were made to select the most appropriate methodology for interpolating 

the point observations to a regular grid. The current best-of-class methods were compared in detail and 

according results are presented by Hofstra et al. (2009). Hofstra et al. (2009) also evaluated the homo-

geneity of the E-OBS dataset and its comparability to existing data. They found high overall correla-

tions to other datasets, but large relative differences in precipitation, whereby E-OBS usually delivers 

lower values than other datasets. Applying the Wijngaard et al. (2003) homogeneity tests revealed 

many potential inhomogeneities in the gridded dataset. These are often related to inhomogeneities in 

the station data contributing to the value of the grid. Other inhomogeneities are probably introduced by 

variations in the station network (Hofstra et al., 2009). 

 

2.3 Precipitation anomalies 

 

Wet and dry precipitation anomalies are studied using the modified Rainfall Anomaly Index mRAI 

(Hänsel et al., 2015), that delivers comparable results to the well-known Standardized Precipitation 

Index (SPI; McKee et al. 1993), at least in moderate climate zones. The mRAI has been calculated on 

the timescales of 1, 12 and 24 months for every grid cell using the following equation (Hänsel et al., 

2015): 

mRAI = ±SF * (P – P̅) / (E̅ – P̅) [1], 
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where  P = precipitation sum of the respective timescale  

P̅ = median precipitation of the validation period 1951–2000 for the respective 

timescale  

E̅ = arithmetic average of the 10% most extreme precipitation sums (10% percen-

tile for positive anomalies, 90% percentile for negative anomalies) of the vali-

dation period 1951–2000  

±SF = scaling factor (positive for P > P̅, and negative for P < P̅)  

We use the same scaling factor of SF = 1.7 like Hänsel et al. (2015), as the analysis of the resulting 

frequency distributions shows a good agreement to the expected normal distribution. The mRAI calcu-

lations on a monthly time-scale (mRAI-1) were only done for the grid cells and months, where E̅ of 

the 10 % (five events within 1951–2000) driest events was larger than zero. A calculation of precipita-

tion anomalies is not reasonable for hyper-arid climate conditions, where zero precipitation is fre-

quently observed. Thus the mRAI-1 has been only analysed for the wet season, whereas the mRAI on 

the timescales of 12 and 24 months can be calculated continuously.  

The use of an anomaly index that evaluates the current precipitation totals against the normal condi-

tions enables the comparison of grid cells with different climate characteristics and the identification 

of drought and wet events on different time scales. The dimensionless mRAI values are evaluated 

according to a classification scheme (Table 1) that is comparable to the one suggested for the SPI 

(McKee et al., 1993). There are nine classes ranging from extremely wet to normal to extremely dry.  

 

Table 1 Moisture condition classes of the mRAI 

Class mRAI-value Description 

1 ≥ 2.00 Extremely wet 

2 1.50 to 1.99 Very wet 

3 1.00 to 1.49 Moderately wet 

4 0.50 to 0.99 Slightly wet 

5 -0.49 to 0.49 Near normal 

6 -0.99 to -0.50 Slightly dry 

7 -1.49 to -1.00 Moderately dry 

8 -1.99 to -1.50 Very dry 

9 ≤ -2.00 Extremely dry 

 

2.4 Trend analysis approach 

 

Different approaches of calculating trends are used within this study. The simplest approach is the 

calculation of the difference of means of two time series segments:  
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Following the recommendations of Rapp (2000) time series segments of equal length were used to 

include all time series values with the same weight. Furthermore, those two segments should not over-

lap and cover the whole analysis period. Therefore, we are comparing the periods 1951–1975 with 

1976–2000 for VASClimO and 1951–1980 with 1981–2010 for E-OBS. This approach was used for 

the comparison of the frequency distribution of the moisture anomaly classes of the mRAI. 

Linear trends were calculated using simple linear regression for the precipitation and mRAI time 

series. It determines an explicit functional relationship that is described in a relation equation. A 

straight line is drawn through the time series yt of length N (Schönwiese 2006): 

nn
ty ⋅β+α=ˆ , 

with the ordinate values of the regression line
n
ŷ at the times tn and the regression coefficients α and β. 

The regression equation is calculated using the “least square method” that minimises the quadratic 

deviations of the original data from the regression line (Schönwiese 2006; Rapp 2000): 
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There are different ways to indicate the trend T (Rapp 2000): 

(1) mere information about trend direction: β= sgnT , 

(2) absolute trend calculating the difference of the first and last ordinate value of the regression line 

for the studied timeframe: ( )1ˆˆˆ
1 −β=−=∆= NyyyT N

, with the number of time series values N 

(tn = 1,...,N), 

(3) relative trend: 
y

y
T

ˆ∆
=   or  

1
ˆ

ˆ

y

y
T

∆
= , respectively. 

The advantage of relative tends is that they allow comparison of data series with spatially varying 

averages. While absolute trends reflect small-scale geographical dependencies, relative trends better 

illustrate larger-scale climatological structures (Rapp 2000). 

Linear regression assumes normal distributed data and linear trends – an assumption that climatologi-

cal as well as hydrological time series typically do not satisfy (e.g., Helsel and Hirsch, 1992). There-

fore, a non-parametric trend test is performed in addition; the Mann-Kendall trend test (Schönwiese 

2006), developed by Mann (1945) and modified by Kendall (1970). The advantages of this trend test 

are that it does not assume a normal distribution, it can also be applied for non-linear trends and it is 

less susceptible to outliers than linear regression analysis. One shortcoming of this test is that the qual-

ity of the results is still susceptible to autocorrelation in the time series (von Storch, 1995). 

The test value Qs is calculated counting the algebraic signs of all differences of time series values (y) 

and relating the sum S to the number of all possible combinations of time series values for i < j:  
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The trend Q is calculated by standardizing the test value Qs: 
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For identical time series values, KENDALL (1970) modified the test:  
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with bl as the number of identical time series values of ordinate value yl (Rapp 2000).  

The non-parametric Mann-Kendall trend test is used for assessing the significance of trends. For the 

test values Q the confidence limits V and probability values α of normal distribution listed in Table 2 

are valid. Information on the significance of trends is completed by evaluating the spatial and temporal 

representativeness of trends. 

 

Table 2: Significance of Mann-Kendall trend test value Q for specified confidence limits C and probability 

values α for a standard normal distributed test statistics (Rapp 2000) 

Q C α 

> 1,282 > 80% < 0,2 

> 1,645 > 90% < 0,1 

> 1,960 > 95% < 0,05 

> 2,576 > 99% < 0,01 

> 3,290 > 99,9% < 0,001 

 

As climate is highly variable in time and space, climate changes cannot be confirmed using single data 

series. Significant developments have to be temporarily stable and to occur area-wide (Rapp 2000). 

This is studied by assessing, besides the significance of trends, their spatial and temporal representa-

tiveness. Thereby, temporal representativeness refers to variations in the trend values, when the 

study period is being shifted gradually (Rapp 2000). It may be studied by calculating and comparing 

the trends of many time-series subintervals. Generally, the significance of a trend increases with de-

creasing variations superposing the trend. Thus relatively high or low values at the beginning or end of 

a time series have particularly high influence, primarily on linear trends and may distort them 

(Schönwiese and Janoschitz 2005). This source of error may be countered by successively shifting the 

analysis period. In this study, such kind of temporal-shifting analysis was used for 30-year-trends to 

assess the temporal representativeness of trends. Schönwiese and Janoschitz (2005) showed that trends 

tend to become unstable for time series shorter than 30 years. They concluded that trend calculation 

should be done for time series with a length of at least 30 years, 50- to 100-year trends are considered 

as relatively reliable. 

In our analysis we are calculating the m-RAI values as well as the precipitation and mRAI trends for 

every single grid cell separately. In the regional analysis of precipitation characteristics the individual 

grid cell mRAI-values are averaged (arithmetic average) and the standard deviation is given addition-

ally for regions comprising at least three grid cells. 
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3 Results and discussion 

3.1 Precipitation characteristics 

3.1.1 Annual precipitation 

 

The annual precipitation totals in the study area range from below 30 mm in the arid South of the 

study area to more than 500 mm in semi-arid North (Figure 2). The magnitude of the values for indi-

vidual grid cells may vary considerably in dependence of the chosen gridded data set. Generally, the 

annual precipitation totals for the period 1951–2000 are higher in the VASClimO than in the E-OBS 

dataset (Figure 2). Just for two cells (36708 and 37030) in the Northeast and four cells in the arid 

south (38034, 38365, 38366, 38686; mainly region 4) the E-OBS dataset delivers higher annual pre-

cipitation totals. The local variations in precipitation totals are even considerably higher as the values 

of the grid cells only represent spatially strongly smoothed signals. Analyses based on station data 

describe annual precipitation totals of more than 1000 mm for the northern mountains (e.g., Ziv et al. 

2014). The West Bank – mainly represented by the VASClimO grid cells 36707 and 37029 – belongs to 

region 1 with comparatively high annual precipitation totals. The very south of the West Bank as well 

as the Gaza Strip belong to region 2 with annual precipitation totals mainly below 400 mm.  

Time series of precipitation anomalies – using the modified Rainfall Anomaly Index mRAI (Hänsel et 

al. 2015) – are shown in Figure 3 and 4 for the entire study area as well as the four sub-regions and the 

West Bank area. In Figure 3 the results are displayed for the hydrological years (August to July) to 

cover the entire wet season and in Figure 4 for the precipitation anomalies on a time scale of 24 

months to illustrate long-term wet and dry anomalies relevant for water management.  

The identification of wet and dry anomalies by the two gridded datasets is in many cases well compa-

rable, although the ranking of the most severe drought and wet years may vary with the considered 

dataset. Polynomial trends are displayed in addition to the yearly mRAI values in Figure 3 in order to 

illustrate the oscillation between periods with predominantly dry and wet anomalies, respectively. 

These show a drying trend in the first third of the time series, followed by a wetting trend that reverses 

again to a drying trend till the end of the study period. Between 1957/58 and 1963/64 almost all hydro-

logical years were drier than normal with 1959/60 and 1962/63 being particularly dry in most regions. 

Wet anomalies have been slightly more abundant than dry anomalies between 1964 and 1992, with the 

hydrological years 1964/65, 1973/74, 1979/80, 1984/85, and 1991/92 being particularly wet. The last 

six years of the 20th century were mainly dry, whereby 1998/99 has been one of the most severe 

drought years. Also in the first ten years of the 21st century dry anomalies were more abundant than 

wet anomalies. The described oscillation is particularly visible in the regions 3 and 4 and less in re-

gions 1 and 2. 

Longer records would be very valuable in order to verify the observed oscillation between phases of 

abundant dry and wet conditions, respectively, that potentially mimics precipitation trends depending 

on the studied period. The comparison of the four sub-regions shows that the trend toward drier than 

normal conditions at the end of the 20th and beginning of the 21st century is particularly pronounced in 

the southern part of the study area (regions 3 and 4; Figure 3 and 4) that is already very dry (Figure 2).  
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Figure 2: Maps of yearly and monthly precipitation totals for period 1951–2000 for the VASClimO and 

the E-OBS datasets. A continuous color scheme is used to illustrate the magnitude of year-

ly/ monthly (first/ second value in the legend) precipitation totals (exception: no rainfall within the 

study period is printed in orange). 
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Figure 3: Precipitation anomalies (mRAI-values, see section 2.3) of the hydrological years (August to July) 

for the entire study area and selected sub-collectives with the three wettest and driest years and 

polynomial trends using the VASClimO (left) and the E-OBS (right) dataset. 
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The oscillation between long-term phases of dry and wet conditions is also visible in the time series of 

the mRAI on a timescale of 24 months (Figure 4). The period between 1957 and 1964 has been drier 

than normal in all sub-regions with the two peaks 1959/60 and 1962/63 already visible in the hydro-

logical year data. Another period of long-term drought conditions over all sub-regions started in the 

mid 1990s and lasted till the beginning of the 21st century. In the northern regions 1 and 2 this drought 

event was interrupted by one to two wet phases being 2002–2005 in region 1 and 2002/03 and 2006/07 

in region 2. In the two southern regions 3 and 4 wet anomalies of mRAI-24 occurred between 1995 

and 2010 only for short periods (around 2002) and the magnitude of these positive anomalies was 

considerably smaller than in the regions 1 and 2. Between 2006 and 2009 the mRAI-24 indicated se-

verely to extremely dry conditions in region 3 and 4, which is an exceptional long time of extreme 

drought conditions. 

 

Figure 4: 24-month precipitation anomalies (mRAI-24) for the entire study area and selected sub-

collectives comparing the VASClimO and the E-OBS datasets. 
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Additionally, Figure 4 also allows for a comparison of the two datasets with regard to the identified 

long-term wet and dry anomalies that are very important for water management issues. Although, both 

datasets correlate well (linear product moment correlation coefficients of grid cells and regional aver-

ages generally above 0.6, except for region 3 with correlations around 0.5) there are periods, where 

there is considerable disagreement between the two datasets. This applies, e.g., for 1978/79 and 

1985/86 where VASClimO indicates wet anomalies, whereas E-OBS indicates dry conditions. These 

differences disappear in some regions, while being particularly pronounced in others. For instance, 

both dataset are well comparable in 1978/79 in the West Bank area and region 1, while the differences 

are very pronounced in the other regions. This suggests that the differences in the station data used for 

building the grid led to omissions and inclusions of individual regional rainfall events, respectively, 

and thus inaccuracies in the gridded datasets. 

 

3.1.2 Frequency distribution 

 

The frequency distributions of the precipitation anomalies of the hydrological year using the mRAI are 

compared between the two gridded datasets in Figure 5 for the entire study area and sub-regions. The 

distributions resemble the expected normal distribution, particularly averaged over the entire study 

area – demonstrating that the mRAI delivers good results for the study area – at least at a 12-month 

scale. It is remarkable that using the VASClimO dataset delivers about 10 % more events in the class 

“near normal” than the E-OBS dataset, while underestimating the wet classes. The frequency distribu-

tion of precipitation anomalies is also more symmetric for the E-OBS than for the VASClimO dataset. 

 

 

Figure 5: Frequency distributions of the hydrological year (August to July) precipitation anomalies using 

the mRAI for classifying the moisture conditions; period 1951–2000; the error bars indicate the 

spatial standard deviations (only for regions comprising at least three grid cells) 

 

The spatial variability of the annual precipitation anomalies is displayed in Figure 6 using the nine 

moisture classes of mRAI (Table 1). In dry years negative precipitation anomalies are often present 

over the entire study area and the differences between individual grid cells are comparatively low, 

whereas wet years often show strong regional gradients in the moisture anomalies. Comparing the two 

datasets reveals that the spatial variability of moisture anomaly classes is slightly higher in the E-OBS 

than in the VASClimO dataset.  
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Figure 6: Spatial variability of annual (hydrological year; August to July) precipitation anomalies (using 

the mRAI; for moisture classification see table 1 and for colors the figure’s legend; grey colors in-

dicate missing data) for the hydrological years 1951/52 till 1999/2000 and 2009/10, respectively, 

according to the VASClimO and the E-OBS dataset  
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The general identification of wet and dry anomalies is comparable between the datasets in most years, 

but there are also some distinct differences, as already described for the mRAI time series of Figure 3 

and 4. For instance, there are severe to extreme wet anomalies in the VASClimO dataset in the hydro-

logical years 1977/78 and 1984/85 in the southern part of the study area (region 3 and 4). The E-OBS 

dataset delivers almost normal conditions during these years. These dissimilarities are probably due to 

differences in the station database used for creating the grids and potentially influence the computed 

precipitation trends. 

 

3.1.3 Seasonal cycle 

 

The seasonal precipitation cycle is very similar in the entire study area, as the low standard deviation 

values in Figure 7 illustrate. Generally, the study area is characterized by a wet season starting in Oc-

tober and lasting till May. The highest precipitation totals are normally recorded in December and 

January (together about 45 % of the annual precipitation). Generally, no precipitation is registered 

from June to August. Some precipitation is possible in September in the middle and northern part (re-

gion 1 and 2) of the study area and in May the precipitation totals are very low over the entire region. 

 

Figure 7: Seasonal precipitation cycle averaged over the entire study area (in % of the annual precipita-

tion total) and for two selected grid cells representing the West Bank area (in mm) in the VAS-

ClimO (left) and the E-OBS (right) dataset 
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 The North-South gradient of precipitation with the highest values in the North and decreasing precipi-

tation totals to the South is represented by both datasets, although the gradient is a bit more pro-

nounced in the VASClimO dataset (Figure 8). But this dataset does not represent the precipitation 

gradient in the West Bank territory. The two grid cells with the major coverage of the West Bank area 

deliver almost the same average annual precipitation total (Figure 2 and Figure 7). Within the E-OBS 

dataset the grid cell representing the Northern part of West Bank has higher annual precipitation totals 

than the grid cell representing the Southern part. This reflects in lower monthly precipitation totals 

during all months. 

 

Figure 8: Comparison of the seasonal precipitation cycle of the four sub-regions between the two datasets 

 

The seasonal variability of precipitation anomalies within the three most extreme dry and wet hydro-

logical years, respectively, is displayed in the maps of Figure 9. Thereby, the monthly anomalies of 

five wet and four dry years are displayed, as the two datasets show slight differences in the identifica-

tion of the most extreme drought and wet events. The precipitation totals of April within the E-OBS 

dataset are often zero, so that no mRAI has been computed for the majority of grid cells. There are 

distinct differences in the anomaly classification between the two datasets in selected months (Figure 

9), like already described for the hydrological year anomalies. This applies, e.g., for February 1959 

that is classified as moderately to extremely wet by the E-OBS dataset, but as near normal to moder-

ately wet by the VASClimO dataset. The already described wet anomalies in the hydrological year 

1984/85 in the southern part of the study area as indicated by the VASClimO dataset are due to wet 

anomalies in December 1984 and March 1985 that are not reflected by the E-OBS data. 

 

3.2 Precipitation trends 

3.2.1 Changes in annual precipitation totals 

 

As shown in Figure 3 there is a large temporal variability in the annual precipitation totals and there 

seems to be a long-term oscillation between phases of drier and wetter than normal conditions, respec-

tively. Nonetheless, linear regression analysis has been done and the relative linear trends are dis-

played in the maps of Figure 10.  
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Figure 9: Spatial variability of monthly mRAI moisture classes (grey, i.e. precipitation averages are too 

low for the mRAI computation) for the three most extreme dry (upper maps) and wet (lower 

maps) hydrological years (HY) within the two datasets VASClimO (left) and E-OBS (right) 

# x # x # x # x # x # x # x # x #wet dry

extremely severly moderately slightly near normal slightly moderately severly extremely
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Figure 10: Maps of relative linear trends (in %) of the VASClimO and the E-OBS datasets for the year 

(Pa), the hydrological year (HY) and the months (from January [J] to December [D]). The statis-

tical significance of the grid cell trends according to the Mann-Kendall trend test (not for the 

months June to August) is indicated by dotted (p < 0.2) and solid (p < 0.05) black grid lines. 
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There are no significant changes in the annual precipitation totals for period 1951–2000, independent 

if the calendar or the hydrological year is considered. In both datasets most of the annual linear trends 

for this period are between ±15 % (Figure 10) and the Mann-Kendall trend test (Mann, 1945; Kendall, 

1970) delivers non-significant values for all grid cells. The trends get considerably larger in the south-

ern part of the study area for the ten years longer period 1951–2010 with a decrease in by on average -

27 % (-6.6 mm/decade) in region 3 and -56 % (-7.5 mm/decade) in region 4. The changes of all grid 

cells in region 4 are significant with a p-value of < 0.01 and the trends of the southern grid cells of 

region 3 have a p-value of < 0.1 according to the Mann-Kendall trend test (Figure 10). 

 

3.2.2 Changes in the seasonal precipitation cycle 

 

A redistribution of precipitation within the year may take place, even if annual changes are small and 

insignificant. Figure 10 shows that precipitation increased mainly in January, March and October – 

using the E-OBS dataset additionally also in September. Precipitation decreases were observed for 

April, November and December and in the northern part of the study area also for May. Most of these 

trends are insignificant for the period 1951–2000. Only for October (VASClimO) and April (E-OBS) 

several grid cells show trends with a low statistical significance. More cells with significant trends and 

higher significance levels, respectively, exist in April, October, November and December, if period 

1951–2010 is considered. Thereby, the precipitation increases in October are weakly significant in the 

northern part (region 1 and 2) of the study area, while the precipitation decreases in November and 

December are mainly significant in the south (region 3 and 4). Significant precipitation decreases for 

almost all grid cells were observed for April with the highest significance in regions 3 and 4. 

 

3.2.3 Changes in the frequency distribution 

 

Besides changes in the average precipitation characteristics changes in the frequency distribution have 

been studied by comparing the time slices 1976–2000 vs. 1951–1975 for the VASClimO dataset and 

1981–2010 vs. 1951–1980 for E-OBS. The mRAI was used for studying the dry and wet events, 

whereby dry events are such months, seasons and years, respectively, with mRAI values below -1 and 

wet events are defined by an mRAI value above 1.  

Changes in the nine mRAI classes (Table 1) are calculated for every grid cell and the average and the 

standard deviation over the (sub-)region are displayed in Figure 11. The changes in dry and wet events 

often, but not always, agree with the trends in total precipitation. Generally, the disagreement between 

the change signals of the two grid datasets is larger for the moderately to extreme dry and wet condi-

tions, respectively than for the precipitation averages. Thereby, the disagreement between the two 

datasets is particularly high for the wet events. Thus, no general statements about the development of 

wet events are possible. The frequency of dry events increased most markedly in November, although 

precipitation totals decreases were most pronounced in December. The strongest decrease in dry event 

frequency was observed for February, although average precipitation changes in February were spa-

tially inconsistent and thus comparatively small if averaged over the entire area. 
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Figure 11: Changes in the frequency of wet years (mRAI > 1) and dry years (mRAI < -1) between 1976–

2000/1981–2010 and 1951–1975/1951–1980 for the VASClimO /E-OBS dataset 
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3.2.4 Temporal trend stability 

 

Due to the large temporal variability of precipitation the temporal stability of the observed trends is 

rather low, at least if 30 to 50 year trends are considered. In Figure 12 the 30-year trends, obtained via 

linear regression analysis, are displayed starting with the trend value for 1951–1981 and ending with 

the one for 1980–2010.  

 

Figure 12: 30-Year trend values (relative linear trends in %) of annual (hydrological year; upper panels) 

and monthly (lower panels) precipitation totals for the two datasets from 1951–1980 to 1981–2010  
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The trends for the hydrological year for the entire study area are slightly positive for the first calcula-

tion periods and get negative for 30-year trends starting in the mid 1960’s (Figure 12). This is true for 

both datasets although the VASClimO dataset tends to deliver higher trend values than E-OBS. Re-

gionally, there a strong differences in the trend behavior. In region 1 and 2 as well as the West Bank 

area the trend values more or less fluctuate around zero, whereas both datasets show a shift from posi-

tive hydrological year trends (until about 1961–1990) to strongly negative trend values (particularly 

since 1971–2000) in the regions 3 and 4.  

The 30-year trend values are considerably larger for individual months than for the entire hydrological 

year (attention: change in scale in Figure 12), due to opposite seasonal precipitation trends. Generally, 

the trend direction indicated by the two datasets is well comparable. The change from positive to nega-

tive trend values visible in the hydrological year trends occurs in February, March, November and 

December. January, April and October trends change from positive to negative and back to positive 

trend values. Thereby, the April trend values are very large (< -100 % between 1963–1992 and 1972–

2001 for E-OBS), which is due to the low average precipitation totals of April that easily lead to high 

relative changes. May has even lower average precipitation totals, but the 30-year trends are smaller 

than for April. Besides, May is the only month where the trend values are negative for the first ten of 

the 30-year study periods, then change to positive values and back to negative ones for the last ten 

periods. The generally large variability in the short term trends (over 30 years) of precipitation averag-

es reflects the strong temporal rainfall variability in the study area that strongly restricts robust conclu-

sions about statistically significant changes. 

 

4 Conclusions 
 

Rainfall characteristics and trends within 1951–2010 have been studied for the Palestinian territories 

and adjacent areas on the basis of two gridded datasets – VASClimO and E-OBS. Both datasets have 

their individual pros and cons, with VASClimO being specifically designed for trend analysis purpos-

es (Beck et al., 2004), but only available for 50 years and E-OBS with its longer time series in daily 

resolution, but problems with temporal homogeneity due to homogeneity problems in the station data 

and changes in the station collective (Hofstra et al., 2009). Additionally, both gridded datasets have 

the same limitations in comparison to station data, with regard to interpolation errors and the underes-

timation of extremes. Yet, due to the political situation high quality and long-term station data as col-

lected by the Israel Meteorological Service are only available for Palestinians to a limited extent. 

Generally, VASClimO delivers higher precipitation totals than E-OBS, but in the Southern part of the 

study area rainfall is higher in the E-OBS data. Although, there is a reasonable correlation between the 

VASClimO and E-OBS time series we observed considerable differences between the two datasets 

with respect to the identification of wet and dry rainfall anomalies for some years and seasons, particu-

larly in the arid and data sparse South of the study area. These differences are probably due to differ-

ences in the station collective forming the basis of the grids and they potentially have a considerable 

impact on the identified rainfall trends. For instance, the March trends in the Southern regions 3 and 4 

are strongly positive for 1951–2000 in the VASClimO dataset, whereas they range from slightly posi-

tive to negative in E-OBS. This is due to high precipitation totals in 1985 in VASClimO, not reflected 

in E-OBS and high rainfall totals in 1953 in E-OBS.  

The datasets agree in identifying 1991/92 as the most extreme wet year in the study area, particularly 

the Northern part, as already described by Kafle and Bruins (2009) and Salim and Wildi (2005). This 
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year has been at the same time one of the coldest years (Kafle and Bruins, 2009). One of the driest 

years in the record has been 1998/99 that also was one of the warmest years and characterized by the 

strongest El-Nino event in the 20th century (Kafle and Bruins, 2009).  

No significant annual rainfall trends have been observed in both datasets for 1951–2000, but there are 

more negative trends in the E-OBS than in the VASClimO dataset. The extension of the study period 

until 2010 (in E-OBS) leads to more and stronger negative precipitation trends in the Southern region, 

where most of the first ten years of the 21st century have been drier than normal. These precipitation 

decreases are statistically significant according to the non-parametric Mann-Kendall trend test. Further 

decreases of precipitation totals are projected for the 21st century by several climate modeling studies 

for the Eastern Mediterranean area and Israel (e.g., Evans, 2009; Chenoweth et al., 2011; Smiatek et 

al. 2011), potentially aggravating water stress in the region. 

Seasonally, more significant trends emerge than for the annual data, particularly for 1951–2010. In-

creasing precipitation totals (low statistical significance) were mainly observed for October and signif-

icant decreases for April – in the Southern regions precipitation also decreased significantly in March, 

November and December. The temporal stability and thus representativeness of these trends is low for 

most months with 30-year trends changing from positive to negative values between 1951–1980 and 

1981–2010. 

Relations of the temporal and spatial rainfall patterns and trends in the region to atmospheric circula-

tion are a further interesting field of study that we are going to explore in a follow-up study. Several 

studies already addressed the relation between precipitation and the Arctic Oscillation (AO; Thompson 

and Wallace, 1998) as well as the North Atlantic Oscillation (NAO; Hurrell, 1995) that can be viewed 

as the regional expression of the AO in the Atlantic sector. The NAO is a measure of pressure differ-

ence between the Icelandic Low and the Azores High and is associated with changes in the surface 

westerlies across the North Atlantic into Europe (Rogers 1985). Givati and Rosenfeld (2013) described 

negative correlations between the Arctic Oscillation (AO) and surface humidity in the northern part of 

the study area. Under positive AO conditions the subtropical Jet stream is weaker, the relatively hu-

midity is lower and the CAPE is smaller than during negative AO conditions. Precipitation anomaly 

maps for Europe by Hoy et al. (2014) show that above normal precipitation in the Palestinian territo-

ries (and Israel) are connected to low pressure areas moving from west- or north-west towards the 

study area. The South-eastern tip of the Mediterranean appears as the only Mediterranean region, 

which receives more (less) precipitation during the positive (negative) phase of the NAO – explainable 

by the faded impact of the Azores Anticyclone in this area (maps in Hoy et al., 2014). 

The E-OBS dataset with its daily resolution also offers the possibility of analyzing rainfall extremes 

like changes in the magnitude and frequency of heavy precipitation events or changes in the duration 

of dry and wet spells. We intend to carry out these analyses, using the E-OBS dataset in the higher 

resolution of 0.25 degree in order to better “catch” heavy precipitation events that often occur at small 

spatial scales. These trends of precipitation extremes would probably be even more unstable in time 

and space than the studied average changes on monthly and annual time scales. Ziv et al. (2014), for 

instance, described for Israel a decrease in rain days for 1975–2010 with a decrease in the wet season 

period of three days per decade. Our analyses indicate that precipitation trends for such short study 

periods are highly unreliable – at least for the considered region – and further studies of longer time 

series are needed. 
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